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Executive Summary

This project, over its term, included funding to a variety of companies and organizations.

In addition to Georgia Tech these included Florida Atlantic University with Dr. William E. Glenn

as the P.I., Kodak with Mr. Mike Richardson as the P.I. and M.I.T./Polaroid with Dr. Richard

Solomon as the P.I. The focus of the work conducted by these organizations was the

development of camera hardware for HDTV. The focus of the research at Georgia Tech was the

development of new semiconductor technology to achieve a next generation solid state imager

chip that would operate at a high frame rate (170 frames per second), operate at low light levels

(via the use of avalanche photodiodes as the detector element) and contain 2 million pixels. The

actual cost required to create this new semiconductor technology was probably at least 5 or 6

times the investment made under this program and hence we fell short of achieving this rather

grand goal. We did, however, produce a number of spin-offtechnologies as a result of our

efforts. These include, among others, improved avalanche photodiode structures, significant

advancement of the state of understanding of ZnO/GaAs structures and significant contributions

to the analysis of general GaAs semiconductor devices and the design of Surface Acoustic Wave

resonator filters for wireless communication. More of these will be described in the report.

The work conducted at the partner sites resulted in the development of 4 prototype

HDTV cameras. The HDTV camera developed by Kodak uses the Kodak KAI-2091M high-

definition monochrome image sensor. This progressively-scanned charge-coupled device (CCD)

can operate at video frame rates and has 9 gtm square pixels. The photosensitive area has a 16:9

aspect ratio and is consistent with the "Common Image Format" (CIF). It features an active



imageareaof 1928 horizontal by 1084 vertical pixels and has a 55% fill factor, the camera is

designed to operate in continuous mode with an output data rate of 5MHz, which gives a

maximum frame rate of 4 frames per second. This camera was delivered to:

Dr. John C. Wang

Deputy Chief, Applied Information Technology Division
NASA Ames Research Center

Bldg. 211, Room 136

Moffett Field, CA 94035

Phone: 650-604-5525

email: j wang@mail, arc. nasa. gov

The MIT/Polaroid group developed two cameras under this program. The cameras have

effectively four times the current video spatial resolution and at 60 frames per second are double

the normal video frame rate. But spatial and temporal resolution are not enough to create an

illusion represented reality: virtually noise-free, coherent, and progressive image capture make

this camera design different from all existing commercial video devices. The camera system

implements the 1280 x 720 image format supporting the 750/60/1:1 production standard. The 1"

video format, 16:9 aspect ratio progressive scan, frame-transfer CCD sensor with square pixels

was designed, and sensor incorporation and camera adaptations were implemented. The first

prototype of this camera was demonstrated at the 1996 National Association of Broadcasters

(NAB) show. Both of these cameras were delivered to:

Dr. Tice DeYoung

NASA Headquarters, Code PT

Washington, DC 20546

Phone: (202) 358-1363

email: tdeyoung@mail.arc.nasa.gov

One of the cameras is currently assigned to the supercomputer center at the Naval Research

Laboratory in Anacostia where it is available for further demonstration. Additional cameras have

been purchased by ABC/Disney and other commercial firms. Demonstrations have been made at



the National Institutes of Health, the U.S. Army, the National Security Agency, the National

Association of Broadcasters annual meeting in Las Vegas (where it won Best of Show), and at

the American Society of Cinematographers' annual convention in Los Angeles.

Florida Atlantic University under this program developed a breadboard high definition

camera mounted on an optical bench. They used two experimental CCD sensors made by

Eastman Kodak in the camera. This was the first demonstration in the world of a color camera

with 1920 x 1080 pixels progressively scanned at 60 frames per second. This is the progressive

SMPTE 274M standard. It has been a long time objective for HDTV for 15 years. This is the

first camera to achieve that objective. Since this was a breadboard using an early version of the

Kodak CCD, it was not a practical camera since it could not be moved. The Florida Atlantic

University group subsequently built a more practical camera, on a DARPA contract, using the

equipment purchased on this subcontract, plus additional materials. This camera was delivered to

the Navy for underwater experiments. Work has continued with enhancements on this camera

with DARPA funding and with some commercial funding.
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1.0 Introduction and Background: Georgia Tech Portion of the Program

In this project we sought to develop a new kind of solid state imager for HDTV

applications. At the inception of this program there were no US manufacturers of HDTV

cameras or camera chips and we sought to fill that void. At the time there were also no Japanese

or European manufacturers which could supply progressive-scan HDTV camera chips though it

was felt strongly that such chips would probably be required by the eventual FCC standard for

HDTV. Our rather ambitious goal was to create a new technology for imager chips which would

operate at the high flame rates needed. We estimated that with our approach an imager

consisting of a 1920 (V) by 1080 (H) array ofpixels would have a rate of 170 flames per second

when progressively scanned. The pixel size would be roughly 8 ttm by 8 I_m. Our idea, covered

in US Patent No. 5,162,885 "Acoustic Charge Transport Imager", was to combine and avalanche

photodetector with acoustic charge transport (ACT) readout. ACT is a charge transport

mechanism for which the photogenerated charge can be read out via a voltage which propagates

with a surface acoustic wave (SAW) in a piezoelectric semiconductor. Avalanching

photodetectors play a role in camera tubes such as the HARPICON H4318 from Hitachi for

which the detection stage is an amorphous selenium target under reverse bias. In addition, some

CCD imagers utilize amorphous silicon avalanche photodiodes. The use of avalanche

photodetectors introduces some optical gain in the chip which is critical for HDTV imaging at

moderate light levels.
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To be sure, this was an ambitious project. ACT technology was in a relatively early stage

of development, having not yet reached commercialization and even GaAs technology was not at

a high level of maturity. Though we did not succeed in developing the HDTV ACT imager chip,

we made a number of significant discoveries and advances that have had substantial impact on

GaAs APDs, GaAs electronics, SAW resonator filters and Zinc Oxide film technology.

The situation has somewhat changed now. GaAs technology, driven by the wireless

communications industry has reached maturity and is going well. It is the fastest growing sector

of the semiconductor industry with such companies as RF Micro-Devices (RFMD) performing

very well. In the last year, since its GaAs Heterostructure Bipolar Transistor (HBT) fabrication

facility has come on line, RFMD's stock has risen from roughly $6 per share to $86 per share.

The path chosen towards an ACT imager chip would be very different if the project were starting

today. One would leverage the existing industrial base in both GaAs APDs for fiber optic

telecommunications and GaAs integrated circuits. More will be said about this later in the section

on suggestions for future work.

In the figure shown below the schematic of the ACT imager architecture is shown. There

come to mind several approaches to breaking down this problem. One focal point is the APDs

and the work on these is described primarily in Sections 2 and 3 but also to some extent in

Section 4. The other focal point is the ACT portion of the device and work on this is presented in

Sections 4 and 5.
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1. Gain/Noise Properties of Doped MQW Junctions

1.1 Introduction

In this section, a detailed characterization has been made of the external

properties of both the PIN and the MQW structures. Comparison of the gain properties at

low voltages between the MQW and conventional APDs showed a direct experimental

confirmation of a structure-induced carrier multiplication due to interband impact

ionization. Similar studies of the bias dependence of the excess noise characteristics show

that the low-voltage gain is primarily due to electron ionization in the MQW-APDs, and

to both electron and hole ionization in the conventional APDs. For the doped MQW

APDs, the average gain per stage was calculated by comparing gain data with depletion

width and carrier profile measurements, and was found to vary from 1.03 at low bias to

1.09 near avalanche breakdown. These results are in good agreement with theoretical

l
models developed by Brennan for similar derivatives of the doped MQW APD.

1.2 Gain Enhancement

As was previously mentioned, superlattice multiplication APDs are designed

to outperform bulk multiplication APDs by artificially enhanced ionization through the

introduction of multiple quantum well layers. This behavior is attributed to the large

difference in the conduction and valence-band edge discontinuities at the A1GaAs/GaAs

interface. When a "hot electron" enters from the A1GaAs barrier layer into a GaAs well,

it abruptly gains an energy equal to the conduction band gap discontinuity, AEc. The

effect is that the electron "sees" an ionization energy reduced by AEc with respect to the
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thresholdenergyin bulk GaAs(Eth=2.0eV).2Sincetheimpactionizationrateczincreases

exponentiallywith decreasingEth,a largeincreasein the effectiveo_comparedto thatin

bulk GaAs is expected.When the electronentersthe next barrier layer, the threshold

energyin the A1GaAsmaterialis increasedby AEcthereforedecreasingthe valueof czin

the AIGaAs. However, since 0f.GaAs >> G_AIGaAs,the exponential dependence on the

threshold energy results in an increase in the overall average cz given by:

(Y-avg'- (0[GaAs -t- _AIGaAs)/_--,GaAs "4"LAIGaAs) [l-l]

where L represents the layer thicknesses.

In contrast, the ionization rate for holes, _, is not increased substantially due to

the smaller valence-band discontinuity. This results in a net enhancement in the ff./13

ratio. 3

The APD devices were characterized under both light and dark conditions

using current-voltage (I-V), capacitance-voltage (C-V), and noise measurements. Gain

curves were calculated from the reverse bias I-V measurements performed as a function

of photon flux. Cartier concentrations and depletion width profiles were determined

from the C-V data using a one-sided junction approximation.

The I-V measurements were taken in the dark and under HeNe laser

illumination. In order to ensure pure electron injection, the laser beam was focused

through a microscope objective at the center of the 75 ktm diameter opening in the upper

p-contact ring. Breakdown voltages, V B, were measured to be about 27 V for the doped

MQW APD and 63 V for the conventional APD with corresponding dark currents,

measured at 20% of the breakdown voltages, of about 10 pA and 100 pA, respectively.
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The dark current IV plots are shown in Figure 1-1 where the low breakdown voltage

characteristics of the doped MQW APD is demonstrated. This is a result of the high

doping present in the junction which helps increase the electric field magnitude closer to

the its critical avalanche value.

The C-V measurements were performed at 1 MHz. The C-V data (shown in

Figure 1-2) was then analyzed to calculate the depletion widths and carrier profiles for

the two structures. The net cartier concentration for the conventional APD is shown in

Figure 1-3 as a function of the calculated depletion width. As the reverse bias is

increased, the capacitance decreases to 0.8 pf, while the depletion width increases to

about 2.6 gm prior to breakdown around 63V. Note that the carrier concentration

increases sharply as the depletion edge is extended into the doped contact region. Figure

1-4 shows the corresponding plot for the doped-well MQW device which had a

breakdown voltage of about 27 Volts. This plot clearly shows evidence of the depletion

of all 10 stages in the MQW APD. The presence of the peaks in the carrier profile data is

due to the unequal p and n doping concentrations in the wells. This results in partial
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depletionof thejunction aswill beshownshortly.With appliedbias,thedepletionwidth

increases,andadditionalquantum-wellstagesbecomedepleted.This givesrise to ripples

in the CV profile resultingfrom peaksin the carrier concentration.Note that the peak

positions do not agree with the 1000 A period of the MQW structure. This discrepancy is

due to the fact that carrier concentration profiles were calculated assuming a one sided

depletion. 4 This is generally not the case in such structures unless there is a large doping

imbalance in the junction preventing it from depleting both ways. In addition, the spatial

resolution of the C-V measurements was limited by the Debye length given by 5,

L o = x[(kTe_ / q: N) [1-2]

which is about 40 _ at room temperature for a doping level of n=l.5xl018 cm -3. The

Debye length is the distance over which the Coulomb (electrostatic) forces between

charged layers are essentially screened out. Since the thickness of the doped layers in the

wells was of the same order of magnitude (50 _), abrupt changes in the doping

concentration could not be accurately measured.

The gain curves, calculated from the I-V data, are shown in Figure 1-5 where

the bias values were normalized by the breakdown voltage of each device to enable

comparison. Figure 1-5(a) clearly shows the presence of gain in the doped MQW device

in the low voltage region while the conventional p-i-n structure (Figure 1-5(b)) does not

show any gain in this regime. This is an indication of a structure-induced carrier

multiplication resulting from the band discontinuity and the doping in the MQW APD. In

order to calculate the gain per period in the doped MQW, the carrier profile plot (Figure

1-4) was superimposed on the gain curve (Figure 1-5(a)) and the gain was estimated at
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each consecutive carrier concentration minimum as shown in Figure 1-6. The

correspondinggain valuesper stagewere found to increasefrom 1.03at low bias (one

depletedstage),to about 1.09nearbreakdown(ten depletedstages).Theseresultsare in

goodagreementwith theoreticalpredictionsprovidedby BrennanI for similarderivatives

of thedopedMQW APD.
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1.3 Dark Current Reduction

Dark current is one of the main parameters of concern in photodetectors. Dark

current analysis and the reduction of dark current are very important for high sensitivity

and low noise applications. Defect centers, heterojunction interface traps, as well as mesa

surface leakage can generate high levels of excess dark current and reduce minority-

carrier lifetime. 6

In a typical PN junction, the overall dark current is the sum of the bulk and

surface components. The bulk component is usually made up of diffusion, generation-

recombination, and tunneling currents. The surface component consists of generation-

recombination, and leakage shunt currents usually formed at semiconductor and dielectric

interfaces. 7 In a device structure with top p and n contacts such as the APDs used in our

experiments, there are additional sources of dark current components. These are due to

defect centers at the GaAs/A1GaAs interface and most importantly to surface leakage

currents along the mesa edge which can contribute significantly to the dark current.

In this section, it will be shown how substantial the surface leakage component

can be and how certain growth, processing and surface treatment techniques can be used

to dramatically lower surface leakage currents by several orders of magnitude. The

devices that were measured were volume- and delta-doped MQW. In the volume-doped

MQW structures, the GaAs wells were doped with 50/_ (3.0x10 t8 cm -3) adjacent p+ and

n+ layers. In the delta-doped APDs, p+ and n + layers with a sheet charge density of 1-5

xl0 '_ cm _ were introduced separated by undoped spacer layers ranging from 50 to 150/_.

Through careful dopant calibration, the devices were grown such as to achieve full

depletion at low bias. After processing the devices into mesa diodes, various surface

13



passivationtreatmentswere investigated. Theseinclude both plasmaashing in an 02

plasmaandammoniumsulfidetreatments.Throughthe applicationof suchtreatments,a

decreasein thereversebiasdarkcurrentby asmuchasa factorof 1000wasachievedin

the low biasregion.This canbeseenin Figure 1-7wherethedarkcurrentis plottedboth

beforeandaftersurfacetreatmentby ammoniumsulfide.The darkcurrentapproximately

follows a square-rootbehavior at low to medium reversebias while at high biases,

avalanchecurrentsdominate.The rapid increasein the darkcurrentat low reversebias

andthe largedrop in its valueachievedby surfacetreatmentare indicative of surface

leakage. The leakage in these heterojunction mesa diodes was dominated by

generation/recombinationcurrent near the intersectionof the mesa surfacewith the

GaAs/A1GaAsdepletionregion.

As aresultof surfacetreatment,darkcurrentsaslow as1pA wereobtainedunder

zeroappliedbias. In someAPDs, the darkcurrentsincreasedto only 12pA at 20% of

breakdown.In addition, thesedevicesexhibited extremelyhigh gains which exceeded

10,000 in somecases.In most traditional APDs, the presenceof high dark currents

usually presents a limiting factor preventing the further increase in a device's

photocurrentgain beyondavalanchebreakdown.By reducingthe dark currentsin these

devices,it waspossibleto maintainit at levelswell below that of thephotocurrent.This

madeit possibleto achieveandsustainhigh levelsof gainswell beyondbreakdown.
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1.4 Excess Noise Reduction

There are many different types of noise that may be present in an electrical

device. A brief discussion of the various types of noise mechanisms is presented below.

1.4.1 Johnson Noise

Johnson noise is caused by the random motion of thermally energetic electrons in

resistive materials. Its instantaneous amplitude is not predictable, but the probability of

its amplitude being within an interval of dV volts is equal to p(V)dV where p(V) is

expressed by the familiar Gaussian probability function:

1 _v212_z

p(V)- (2cr2)_, 2 e [I-3]

where the parameter c_ is the rms value of the fluctuations and the quantity universally

accepted to describe the noise output from a resistor, a is bandwidth dependent and is

expressed as follows:

cr = (4kTRsB) 1'2 (volts) [1-4]

where k is Boltzmann's constant, T is the resistor temperature in K, R s is the resistance in

ohms, and B is the noise bandwidth in hertz. Johnson noise is "white noise", that is the

rms value per unit bandwidth (rms density) is constant from DC to frequencies extending

into the infrared region.
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1.4.2 Shot Noise

Shot noise is the result of random current fluctuations in vacuum tubes and

semiconductor junctions. It is caused by the random arrival of discrete electron charges at

anodes, collectors, and drains. The rms value of shot noise is given by:

I,hot = (2eldcB) u2 (A) [1-5]

where e is the electron charge, I,., is the average DC current through the diode, and B is

the noise bandwidth in hertz.

1.4.3 Flicker Noise

Flicker noise is characterized by its spectral composition and for most electronic

devices, it dominates thermal and shot noise from DC to about 100 Hz. Although flicker

noise can be detected in virtually all conducting materials with applied power, it seems to

be most prominent where electron conduction occurs in granular or semiconductor

devices. For most semiconductor devices, flicker noise is due to surface effects resulting

in random carrier recombinations at interface traps. Flicker noise exhibits a l/f" power

spectrum, with n typically ranging from 0.9 to 1.35.

1.4.4 Total Non-multiplication Noise

Because all the noise sources are considered to be random and uncorrelated, the

noise power in a system is additive, and the total rms noise is the square root of the sum

of the squares of each of the three noise sources previously described. The total non-

multiplication noise output voltage is given by :

Etno = [4kTRsB + (IshotRs)2+ ef2] t/2 volts rms [1-6]

17



1.4.5 Excess Noise

The excess noise factor is the component of total noise corresponding to

fluctuations in the process of carrier multiplication in an avalanche photodiode. It is

defined as the ratio of multiplication-related noise to that of the non-multiplication noise

defined by equation [5-6]. Excess noise measurements are usually conducted at high

frequencies where the shot noise is the most dominant non-multiplication term.

Therefore, all other noise processes are commonly ignored in excess noice computations.

Mclntyre has shown 8 that the statistical nature of the multiplication process adds an

additional component to the noise which can be included with the shot noise of the APD

as an excess noise factor. The excess noise factor in the case of pure electron injection is

given by:

M 1 1

F, = _ + (1- _-)(2 - -_-) [1-71

where M is the multiplication factor, and k is the effective electron to hole ionization

ratio of the APD. The root mean square noise current <in2> can be expressed as:

<in2> = 2elp0M2FB [ 1-8]

where Ip0 is the primary multiplied photocurrent. In other words, the actual photocurrent

is given as:

Iph = Ip0 * M for Iph >> It) (dark current) [1-9]

A plot of F(M) vs. M from McIntyre's theory is shown in Figure 1-8 for k' (=l/k=[3/_x)

ranging from 0.001 to 1000. The plots are approximately symmetric on a log-log scale

about the axis F(M)=M for k and 1/k. At any given gain, lower excess noise is obtained if

18



thecarrierwith thehigherionizationcoefficientis injectedinto themultiplicationregion.

For low k', if the correctcarrier is injected,the excessnoisecan bequite low, with a

limiting valueof 2 for k'=0 at high gain. However,if the wrong carrier is injected,the

excessnoisebecomesveryhigh, with thepenaltybecomingincreasinglymoresevereas

thedisparitybetweenionizationcoefficientsdecreases.Thus,it is importantto inject the

carrierwith thehigherionizationcoefficientinto themultiplication region.Thelower the

k' (orhigherthe k), thehighertherelativedifferencebetweent_ and 13, and the lower the

excess noise. It is important to note that the Mclntyre model is not well suited for

describing the noise characteristics of MQW devices since it was intended mainly for

conventional APDs. Better models have been developed by Teich et al. 9'1° and are

described in the literature. In addition, Marsland _1'12 and Hayat 13 have recently

considered the "dead space" between ionization events in their excess noise calculations.

They concluded that Mclntyre's calculations overestimate the excess noise factor for a

given k. Mclntyre curves were used in our excess noise factor plot for comparison

purposes in order to clearly illustrate the difference between the noise properties of

conventional and MQW APDs. Multiplication noise measurements were conducted on

both APDs using an HP8568B spectrum analyzer set at a 200 kHz center frequency with

a 10 kHz resolution bandwidth.

19



1000

100

A

V

LL

10

1 10 100 1000

M

Figure 1-8: Excess noise factor F(M) vs. M for constant k', from Mclntyre's equation.

Excess noise factor measurements were made with a HeNe laser using

electron injection into the top p÷ layer. The experimental excess noise factor data is

shown in Figure 1-9 where the dashed lines represent Mclntyre's calculated theoretical

curves. Figure 1-9(a) for the doped MQW APD clearly shows that for low gains (M<4),

the ionization ratio is greatly enhanced (k=10-50) as compared to that in bulk GaAs

(k=1.67). This fact is clear evidence of the validity of our previous results for the gain

values per stage which assume single carder multiplication at low voltages. At higher

voltages, however, the value of k is reduced since the holes gain more energy from the
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applied electric field and are more likely to impact ionize_4.The noise data for the

conventionalAPD displayedin Figure 1-9(b)showsthe high noise(k-1) characteristics

of theconventionalAPD evenat low bias voltages.Excessnoisefactorsat highergain

valueswere difficult to obtainsincethe dark currentbecomeslarge at high bias. Note

that in Figure 1-9(a),the point wherethe excessnoisedatabreakawayfrom the high k

Mclntyre curvescorrespondsto the breakdownvoltage of the doped well APD. In

addition,at high gainsthe k ratio for the dopedwell APD approachesthe bulk GaAs

valueof 1.67.This is expectedat high fields sincethe bandbendingresultingfrom the

MQW structurebecomesinsignificantcomparedto thatinducedby theexternallyapplied

field.
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2. Spectral Response Properties

2.1 APD Quantum Efficiency

The external quantum efficiency of a photodiode is defined as the number of

electron-hole pairs generated at the output photocurrent per incident photon :

?7,,,' = (Ip I q) I (Pop, / hv) [2-1]

where Ip is the photogenerated current resulting from the absorption of incident optical

power Pop_at a given wavelength. Another related quantity is the responsivity which is

defined as the ratio of the output photocurrent to the incident optical power:

9_ = lp = r/q _ r/A(/_rn) A / W [2-2]

Pop, h v 1.24

The quantum efficiency of a photodetector is primarily determined by the absorption

coefficienta of the material. Figure 2-1 shows the measured intrinsic absorption

coefficient for several materials used in photodetectors, t5 From this figure, we can see

that the room temperature absorption for GaAs material drops sharply around 0.9 lxm.

This long-wavelength cutoff wavelength is determined by the GaAs energy gap which is

about 1.43 eV (- 867 nm) at room temperature. At short wavelengths, the values of

(x become very large, and the radiation gets absorbed very rapidly near the surface where

the recombination time is short. This will cause the photocarriers to recombine before

they are collected by the junction region in a photodiode.
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Figure 2-1: Optical absorption coefficients for different materials at 77 K and 300 K. 16

The internal quantum efficiency of a photodiode _1=,depends on the wavelength of the

light as well as the thickness and doping of the absorption material. The absorption

follows Beer's law and the internal quantum efficiency can be expressed as 11=, = 1-

exp(ocx,b,), where ct is the wavelength dependent absorption coefficient as shown in

Figure 2-1, and x_, is the thickness of the absorbing material. The "absorption length", l,

is defined as 1/co and gives the amount of material needed so that 1/e of the light would
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be transmitted in the absence of reflections. The external quantum efficiency, rL_, ,

includes the effect of reflection as well as the various carrier recombination mechanisms.

2.2 Spectral Response Data

The long-wavelength behavior of the GaAs material was clearly demonstrated by

spectral response measurements conducted on a doped PIN APD. The spectral response

output is shown in Figure 2-3. The experimental curve was in good agreement with

calculated spectral response data for similar devices. In order to calculate the

experimental quantum efficiency, we measured the APD current output using a HeNe

laser beam incident inside the p÷ ring with a total power of about 2 lxW (inside a circular

area with a 75 lam diameter). The experimentally calculated quantum efficiency at 632.8

nm was found to be about 19% for a doping level of lxl0 lg cm 3. Table 2-1 shows the

experimental external quantum efficiency as a function of the doping in the p" layer.
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Table2-1:Measuredquantumefficiencies(at633nm)asafunctionof doping for a GaAs PIN 17

N Ain cm _ _ext in %

1.0 x 10 's 18.9

2.0 x 10 .8 9.0

3.5 x 10 .8 7.7

The simulated quantum efficiency curve (assuming zero reflection and no surface

recombinations) is shown in Figure 2-3 for a 3 lam PIN photodiode at zero bias. The

external source power density was maintained at 0.01 W/cm 2. Using a 75 lam APD with

an active area of 1.6x104 cm 2, the total incident power on the top p surface is calculated

to be about 1.6 laW. This is comparable to the HeNe laser power incident on the surface

during the quantum efficiency experiment. Notice how the theoretical quantum efficiency

at 633 nm is about 27% which is considerably higher than our experimental value. This is

largely due to the loss of light due to surface reflection and to surface recombination

mechanisms which were unaccounted for in our simulation. Even though reflection is

neglected in the model, the maximum external quantum efficiency does not reach 100%

due to the presence of various carrier recombination mechanisms (SRH, Auger, etc.)

which were previously described.

It is possible to increase the quantum efficiency of the device through the

introduction of a heavily doped p" GaAs top layer which will help create a high-field

region to enhance the diffusion of photogenerated electrons toward the depletion region.

Figure 2-4 shows the calculated improvements in quantum efficiency for various doping

differences between the 0.1 lamp*÷ layer and the 1 lam p" layer. According to the model, it
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shouldbepossibleto increasethe quantumefficiencyby overa factorof 10for thehigh

energypartof thespectrum(0.2-0.4pm). In addition,theresponsethroughoutthevisible

spectralregionbecomesmoreuniformascanbeseenin Figure2-4.

Notethat the introductionof thethin layer doesnot makea significantdifference

to thequantumefficiencywhenthe top absorptionregionis heavily doped(3x1018cm3).

This is dueto increasedcarrier recombinationin the highly doped1 pm region which

tendsto reducethenumberof carriersdiffusingtowardthedepletionregion.
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Figure 2-2: Spectral response measurement of an MBE grown PIN APD.
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3. Time Response Characteristics

The requirements of high bit rate ( > 4000 Mb/s) lightwave communication and

image processing systems have necessitated the development of fast photodiodes that

have higher sensitivity than the PIN detector. Improvement in sensitivity while

maintaining wide bandwidths can only be provided using an amplification mechanism

within the photodetector itself as is the case in avalanche photodiodes. For optimum

operation, an APD must meet the following criteria|8: (1) the electric field in the

multiplication region must be high enough to produce sufficient gain; (2) the electric field

in the absorbing region must be low enough so that the tunneling component of the dark

current is negligible; (3) the depletion region must extend far enough into the absorbing

region so that diffusion effects are negligibly small. These requirements impose rather

severe constraints on the doping concentrations and thickness of the epitaxial layers of

the device. Transient response measurements can provide valuable information on the

speed performance and the various factors that affect the bandwidth of APDs. Since

carrier diffusion plays a major role in determining the time response of a photodetector,

one would expect the speed to depend greatly on the depletion characteristics of the APD.

The more depleted a structure is, the shorter the distance the carriers will have to diffuse,

and the faster the response time will be. This will be shortly demonstrated with

experimental time response data. But first, in order to better understand the results that

were obtained, a brief discussion the various physical effects that limit the frequency

response of a photodiode will be presented.
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3.1 Bandwidth Limitations of Photodetectors

The bandwidth of a Separate Absorption and Multiplication Regions (SAM) APD

is determined by five physical effects:

1. Transit Time: This is the time it takes the generated carriers to travel through the

depleted region under the effect of the electric field. There are two types of transit times

in an APD. The primary carrier transit time corresponding to the photogenerated carriers,

and the secondary carrier transit time required for the multiplied carriers of opposite type

to retrace the steps of the primary ones. Transit times for electrons and holes (xe and '_h)

are usually calculated using the ratio of the distance traveled and the "saturation"

velocity of the appropriate carrier.

2. Carrier diffusion time: In the undepleted regions of the device, carrier transport must

take place by diffusion rather than drift. Because of the absence of electric field in the

absorption layer of a PIN APD, the photogenerated carriers must diffuse in order to reach

the avalanche region. This results in the slowing of the device's response. An

oscilloscope trace of the transient output of such a device would show both a "fast" and a

"slow" component. The fast component is due to carrier drift, and the slow one, referred

to as the "diffusion tail", is due to diffusion from the undepleted regions of the device.

3. RC time constant: There is a fundamental limit on bandwidth due to the capacitive

transient charging effects which arise from the depletion region capacitance of the device

and the combined resistance R of the load and the device.
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4. Hole trapping: In heterojunction APDs, there is a possibility of carrier delay caused by

traps present at the heterojunction interface. This effect is related to the abruptness of the

heterojunction, the barrier height, the temperature, and the effective mass of the carrier.

Because the effective mass of holes is larger by an order of magnitude than that of

electrons, trapping is more likely to occur for holes than electrons. This phenomena is

known as "hole trapping" and it can be minimized through the use of graded composition

layers instead of abrupt heterojunctions.

5. Avalanche buildup time: For single carrier ionization, one only needs to consider the

transit time through the multiplication layer. For dual carrier ionization, however, there is

a feedback process that introduces a time delay through the multiplication region. This is

called the avalanche buildup time. In an APD, there is a buildup time "r,v,aassociated with

the avalanche gain process which tends to limit the time response of the photodetector.

The primary avalanche build-up time for electron initiated multiplication is :

rav._n - exp[- (a - _)dx'ldx [3-11
V n d- Vp 0 0

where Kd_spis a correction factor; o and Op are the electron and hole velocities. The

physical origin of Kdi_, is the electron/hole displacement current which arises from the

space-charge induced E-field resulting from the motion of carriers, t9The closer the value

of tx is to that of 13, the more secondary carriers are generated, and the higher the

avalanche build-up time as can be seen from equation [3-1].
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3.2 Overall Photodetector Bandwidth

In the case of a PIN photodetector where absorption takes place in the junction,

the basic limitations to the response time are due to the RC and the transit times of the

primary carriers. The overall PIN time constant is usually approximated by the square

root of the sum of squares of the RC and transit time constants:

•l:pt2= Max(,l:h, 1:) 2 + "i:Rc2 [3-2]

AS was previously mentioned, in an APD, there are two different transit times arising

from the primary carriers traveling to, and secondary carriers traveling from, the

multiplication region. In addition, there is the avalanche buildup time (proportional to

gain) which is proportional to the multiplication process. The actual APD frequency

response is a complicated function of all of these processes. Hollenhorst 2° and Roy 2t have

developed complicated transfer functions and matrix expressions to estimate the time

constants for arbitrary structures. For approximation purposes, the RC time constant is

usually treated as being non-correlated with the rest of the time constants. In addition, the

primary hole transit, hole trapping, avalanche buildup and secondary electron transit

events can be assumed to occur in series, one following the other. In this case, the sum of

squares can be used to approximate the total time constant as well.

In the following section, we will present some of the experimental data and

attempt to provide the proper interpretations as they relate to the processes described

above.

3.3 Experimental Results

Figure 3-1 shows the pulse response for an unbiased doped MQW device with a

2.5 lxm MQW region. The APD was mounted on a 50 GHz Tektronix sampling scope and
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was excited with an 810 nm 50 ps laser pulse. As can be seen from the figure, the

unbiased APD output pulse has a rise time of about 317 ps, a fall time of 2.5 ns and a full

width at half max (FWHM) of about 1.4 ns. The oscilloscope trace is a convolution of the

50 ps gaussian laser pulse with the output response of the APD. The fast rise time

component typically follows the relaxation oscillation of the laser pulse. The falling edge

of the pulse shows a "fast" and a "slow" component. The slow component at the trailing

edge is usually attributed to either charge trapping at interface states or diffusion of

carriers in the undepleted regions of the structure. 2_Diffusion will limit the speed of the

device as long as there are undepleted regions in the structure and a separate absorption

layer is being used. At high bias, trapping is no longer an issue, and the device response

is limited by the transit time and the RC time constant. In the following, it will be

demonstrated that such a slow response is due largely to diffusion effects in the partially

depleted APD structure.

Figure 3-2 shows the response of the above APD under bias (low gain). The fall

time and the FWHM have now dropped to 819 and 952 ps, respectively, corresponding to

about a 32% increase in the speed of the device. If the bias is increased further, as shown

in Figure 3-3, those values drop to 570 and 593 ps, respectivley, with a speed increase of

about 58%. The large dependence of the pulse's width and tail on the applied bias is a

clear indication of a diffusion-limited time response.
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The diffusion-limited effect can be verified further by examining the depletion

width characteristics of the structure obtained from CV measurements. This is shown

Figure 3-4 where the zero bias depletion width of the MQW and PIN structures are about

0.1 I.tm and 1.4 ktm respectively. These values can be used to estimate the drift time

constants from l:_f=W_p_,Jv_, where W_p_ is the width of the depleted region, and v, is

the saturation velocity taken to be in the order of 107 cm/s. The drift time constants for

the MQW and PIN structures were estimated to be 1 ps and 14 ps, respectively. Similarly,

the ratio of the diffusion time constants between the MQW and the PIN structures is

directly related to the ratio of the undepleted widths ('Cdiff_r_Qw/X_ff_pt_=W,,_,_r_MQvo/W_.r_p_r_=

2.2). Using that ratio and the sums of squares approximation, the diffusion time constants

for the MQW and PIN structures were calculated to be 1.5 ns and 0.7 ns, respectively.

This result shows that the MQW structure is largely diffusion-limited due to the presence

of a large undepleted region. This behavior is largely due to a mismatch in the doping

balance between the n and p doping layers in the MQW structure. On the other hand, the

PIN APD shows a much faster time response (Figure 3-5) due to the fact that the

structure is largely depleted even at zero applied bias Figure 3-4. Therefore, the time

response limitations for this structure are mainly due to 1) diffusion time in the top p÷ and

bottom n _ layers, and 2) transit time in the intrinsic field region of the structure. Diffusion

time in the cap layers can be optimized by varying the thicknesses as well as the doping

concentrations. The transit time can be shortened by increasing the field (applied bias)

across the junction. This, however, begins to creates an additional delay near breakdown

due to the increase in the avalanche buildup time.
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The "ringing effect" seenin theoscilloscope trace following the output pulse was

due to the impedance mismatch between the APD circuit and that of the oscilloscope

sampling head. With applied bias, the impedance of the APD changes due to the

increased conductivity of the structure. Note that the relative magnitude of the pulses in

the case of the MQW APD is not representative of the gain of the device since a variable

resistor was used in an attempt to match circuit resistance and thus limited the voltage

applied at the oscilloscope.
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4. Temperature Dependence

4.1 Impact Ionization vs. Tunneling

In most materials, the mechanisms of junction breakdown can be attributed to

both impact ionization and tunneling. One way of determining the dominant process is by

examining the temperature dependence of the junction's IV characteristics. Since the

energy bandgap of GaAs decreases with increasing temperature, one would expect the

breakdown voltage due to the tunneling effect to have a negative temperature coefficient

leading to a decrease in breakdown voltage with increasing temperature as shown in

Figure 4-1. This is because a smaller applied field would be needed to reach the same

current levels at higher temperatures. On the other hand, avalanche breakdown has a

positive temperature coefficient where the breakdown voltage increases with increasing

temperature due to the shorter mean free path of carriers at higher temperatures.

Increasing T increases the phonon vibrations of the lattice, thereby increasing the

probability of premature scattering and reducing the ionization coefficients for a given E-

field. Other sources of leakage current, such as generation-recombination and diffusion

also tend to increase with increasing T. The result of such an effect is shown in Figure 4-

2 by the experimental gain data obtained from the IV curves of a doped MQW APD.

According to Tyagi _3, the breakdown voltage is related to temperature through the

following linear relationship:

VB(T ) = Va (T0)(1 +/_(T- To)) [4-11

where 13>0 in junctions where impact ionization dominates. Such a linear dependence

was shown experimentally to be valid by Forrest et al. _' in the case of p+n junctions.
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However,our experimentalmeasurementshaveshownthat for dopedMQW junctions,

thedatacanbebestfit usingathird degreepolynomialasshownin Figure4-3.
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Figure 4-1: IV characteristics of tunneling breakdown 25.
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4.2 Junction Capacitance and Temperature

The PN junction capacitance is given by:

KseoA

Cj - [2K, eo(Vb _Va) (N_ + No)T,2_-Na_oo J

[4-2]

. . - + 1/2

which shows that C, is directly proportional to [N^N D/(N^ + N D)] . The number of

ionized donors and acceptors are given by: 16
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N o = No[1 1 1
1 ( E o - Ee1 + -- exr_ --

go ':_, kT

N A

(E A -Er_

1 + ga exp_ k7_ )

[4-3]

[4-41

where gD is the ground state degeneracy of the donor impurity level and is equal to 2

since a donor level can accept one electron with either spin or can have no electron. On

the other hand, g^ is the ground-state degeneracy factor for acceptor levels and is equal to

4. This is because in GaAs as well as in Ge and Si, each acceptor impurity level can

accept one hole of either spin and the impurity level is doubly degenerate as a result of

the two degenerate valence bands at k=0.

Therefore, by examining equations [4-2]-[4-4], it is clear that the capacitance is

expected to decrease exponentially with decreasing temperature following the decrease in

the ionized donor and acceptor densities. This behavior is illustrated in the experimental

CV data in Figure 4-4 where the capacitance at low bias decreases exponentially toward a

limiting value of about 2.8 pF in the case of a doped-well MQW structure. As the reverse

bias is increased at a given temperature, the depletion width increases causing the

capacitance to drop toward 2.8 pF corresponding to the capacitance value for maximum

depletion of the structure.
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5. Effect of Variations in the Doping Profiles

The purpose of the following analysis is to use both theoretical and

experimental evidence to determine the impact of doping imbalance and symmetry on the

physical and electrical characteristics of doped MQW APDs. Theoretical models have

been developed to calculate the electric field, valence and conduction band profiles, CV

profiles, as well as carrier concentration versus depth profiles. Our models showed a

strong correlation between the p- and n-doping balance inside the GaAs wells and the

number of depleted stages and breakdown voltage of the APD. A periodic doping

imbalance in the wells has been shown to result in a gradual increase (or decrease) in the

electric field profile throughout the device which gave rise to partially depleted devices at

low bias. The MQW APD structures that were modeled consisted of the standard

structure with a 1 I,tm doped-well MQW region. These simulation results showed that in

an APD with nine doped wells, and where the 50 /_, p-doped layer is off by 10%

compared to the n-doped layer (p=l.65x1018 cm -3, n=l.5xl018 cm-3), half the stages

were shown to be undepleted at low bias which was a result of a reduction in the E-field

near the p+ cap layer by over 50% from its value in the balanced structure. Experimental

CV and IV data on similar MBE grown MQW structures have shown very similar

depletion and breakdown characteristics. The models have enabled a better interpretation

of the experimental data and relate some of the observed peculiarities in the IV and CV

curves directly to the doping profile in the MQW structure.
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5.1 Introduction

Several characterization techniques have been devised to analyze and understand

the optical and electrical properties of APDs 26. These include various experiments such

as IV measurements which are used to determine the gain properties of the device, and

CV measurements which are used to calculate carrier concentration versus depletion

width profiles. However, the data obtained using such experimental techniques are not

always easy to interpret and relate back to the physical processes taking place inside the

structures. In addition, the practical limitations inherent in the growth and fabrication of

large quantities of devices with different structural designs add even more complexity to

the problem because of the large number of variables involved in the process.

In what follows, a more practical approach will be presented to analyzing the

experimental data obtained using IV and CV experiments and specifically those relating

the doping profile characteristics to device properties. Accurate theoretical models of

MQW APD structures have been developed using

device simulation framework. These models

AtlasII, Silvaco's two-dimensional

were used to provide graphical

representations of the spatial variations of the electric field across the biased structure, as

well as conduction and valence band diagrams of the GaAs/A1GaAs MQW structure

before and after breakdown. In addition, avalanche breakdown simulations and small

signal ac analysis were used to extract IV and CV curves in order to compare the data

from the models to those obtained directly from our experimental devices. Both electron-

and hole-injected photocurrent solutions were obtained by simulating a 632.8 nm

monochromatic light source with spot power of about 1 W/cm 2 incident on the devices'
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front and back surfaces.CV solutionswere obtainedusing small signal analysisat a

frequencyof 1 MHz and with a signalmagnitudeof 0.03 V. All our analysiswere

conductedusingNewton'stwo-carriermethod26andthe generationrateof electron-hole

pairsdueto impactionizationwasmodeledaccordingto Selberherr27.

5.2 Theoretical Results

The APD structure used in this model consisted of a top and bottom p+ and n +

doped (3x1018 cm -3) GaAs layers with thicknesses of 1 Ixm. The middle region was made

up of 10 periods of alternating layers of GaAs (500/_) and A10.42Gao.58As (500/_,). The

GaAs wells were similarly doped with p-i-n layers whose thicknesses and doping

concentrations were treated as variable parameters for the purpose of our study. When a

reverse bias is applied, the combined effect of the applied electric field, the built-in field,

and the conduction band offset enhances the ionization process of electrons in the GaAs.

The holes, on the other hand, are subjected to a smaller valence band discontinuity and

therefore gain less energy than the electrons.

In this study, the widths of the p and n doping layers were held constant at 50/_,,

and that of the intrinsic layer at 100 ,/k. The doping imbalance (Ipl-lnl) was varied
Inl

between zero and 100 percent. Figure 5-1 shows the corresponding CV plots obtained for

similar devices with 0%, 33.3%, and 100% doping imbalance. As expected, the

capacitance of the device is lowest when the p and n doping are perfectly matched since

the net carrier concentration throughout the device is reduced to zero.
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Figure 5-1: Comparison of theoretical CV data obtained for the same APD MQW structure where
the doping mismatch in the wells was varied between 0% and 100%.
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However, the avalanche breakdown voltage as depicted by the IV curves in Figure 5-2,

seems to be highest when p is equal to n. This is due to the fact that a doping mismatch

would result in a gradual increase of the electric field throughout the device which would

cause impact ionization to take place at a lower bias point. Therefore, a large doping

imbalance would actually lower the bias at which breakdown occurs. This, however,

comes at the expense of a large undepleted region which could limit the quantum

efficiency and severely hurt the time response characteristics of the photodiode.

Figure 5-4 shows the calculated carrier concentration versus depletion width

profile for similar APD structures with 0%, 10%, 20%, 33.3%, and 100% doping

mismatch. In the case where p=n=l.5xl0 TM, it can be seen that the device is fully depleted

at zero bias. The number of undepleted stages begins to increase when increasing the

offset between p- and n-doping. In the case where the p-doping is twice that of n, only

about 20% of the device is depleted at zero bias. In order to better understand the effect

of the doping imbalance on the MQW structures, it is helpful to examine the valence and

conduction band diagrams Figure 5-5, as well as the electric field spatial profile shown in

Figure 5-3. Devices corresponding to 0%, 33%, and 100% doping imbalances are modeled

at a reverse bias of 20 V. As is seen from the two figures, the electric field is uniformly

symmetric, and the MQW region is equally depleted in the case where p=n. However, as

p gradually increases, the electric field becomes progressively lower near the top p-layer

which results in non-uniform depletion of the MQW structure. The effect of such non-

uniform depletion on the device's photocurrent can be clearly seen in the IV plots shown

in Figure 5-2. In the case of electron injection, the photocurrent at zero bias is about four
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ordersof magnitudelower than that for hole injection.Gradually, the electron-injected

photocurrent increasesas the device is depleted until it reachesabout 6x108 A

correspondingto that of the hole-injectedphotocurrent.Therefore,a doping imbalance

where p>n can greatly reducethe device's externalquantumefficiency in the caseof

electroninjection. Suchaneffect is not aspronouncedin thecasewheren>p dueto the

smallervalencebanddiscontinuityfacedby theinjectedholes.
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5.3 Experimental Results

CV measurements were performed on all devices at 1 MHz. The CV data

was then analyzed to calculate the depletion widths and carrier profiles for the structures.

Figure 5-6 shows the net carrier concentration plots for four doped-well MQW devices

labeled as APD1 through APD4. All devices have similar geometries except for the p-

and n-doping in the wells which was varied between 0.5x1018 and 1.5x1018 cm -3. It is

interesting to see that even though APD1 and APD2 were expected to have very similar

properties, their CV and carrier concentration profiles were quite different. APD1 was

almost fully depleted at zero bias, while APD2 was not and only reached full depletion

right before breakdown. Note that the peak positions in the carrier profile of APD2 do not

quite agree with the 1000 _ period in the MQW structure and with the doping profiles

obtained using our models. This discrepancy is due to the fact that carrier concentration

profiles calculated from the experimental CV data assumed a one sided depletion 28 which

apparently does not hold true for the experimental devices. Other sources of error in the

experimental data result from the inability to accurately account for parasitic capacitance

between the devices and the metal contacts and bonding wires in the measurement

system. In addition, note how the average net carrier concentration in the experimental

doping profile gradually increases up to the top GaAs well where it then drops indicating

that the doping imbalance is not the same throughout the structure.
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The spatialresolutionof theCV measurements(bothexperimentalandtheoretical)was

limited by theDebyelengthwhich is about40/_,at roomtemperaturefor a dopinglevel

of n=l.5x 1018cm-3. Sincethethicknessof thedopedlayersin thewellswasof thesame

order of magnitude(50 /_), abrupt changes in the doping concentration could not be

accurately measured. Therefore, it is generally difficult to relate the apparent carrier

concentration obtained from the experimental devices to the actual doping imbalance in

the wells. However, using our theoretical carrier profile where the actual doping

imbalance is fully known, it is possible to estimate the actual doping mismatch in every

doped layer in the experimental MQW device by superimposing both the experimental

and theoretical data. Therefore, we can roughly conclude that the average doping

imbalance in APD1 is far less than 10% which resulted in full depletion at zero bias,

while that in APD2 is between 30% and 40% where full depletion of the MQWs was

achieved near breakdown around 27 V. In the case of APD3 and APD4, the situation was

quite different. Apparently, the p- and n-doping mismatch was so large (~ 200 %) to the

point where only partial depletion of two wells was accomplished before avalanche

breakdown. By examining the electron injected photocurrent curves, we can easily

conclude that for both APD1 and APD2, the doping mismatch is such that n > p, while in

APD3 and APD4, the situation is reversed. This can be clearly understood by comparing

the light IV data to the theoretical curves. The gradual increase in the electron injected

photocurrent in APD3 and APD4 is an indication of trapping of injected electrons by the

AIGaAs barriers near the p-layer where the device is undepleted. Therefore, according to

the models shown in Figure 5-4, the average p-doping in the wells must be larger than that
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of n. In the case of APD1 and APD2, no trapping seems to take place since the low bias

photocurrent is much higher and relatively fiat. Therefore, these two devices have

undepleted regions near the n-layer which indicates that n > p.
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Figure 5-7: Experimental light IV curves obtained for all four 10-period doped-well MQW APDs
for the same incident photon flux (electron injection)
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CONCLUSIONS

Throughout this work,

of a conventional and a

demonstrated a direct

a detailed comparison of the gain and noise characteristics

doped well MQW APD was presented. The data obtained

experimental evidence of structure induced preferential

multiplication of electrons over holes. For the doped MQW APDs, the average gain per

stage was calculated by comparing gain data with carrier profile measurements, and was

found to vary from 1.03 at low bias to 1.09 near avalanche breakdown. This is in contrast

to conventional PIN structures which show no gain in this regime. It was also shown that,

as the bias was increased, the effect of the structure became less pronounced, and the

MQW device was reduced to a conventional PIN structure. Similar studies of the bias

dependence of the excess noise characteristics show that the low-voltage gain is primarily

due to electron ionization in the MQW APDs, and to both electron and hole ionization in

the PIN APDs. Our measurements of the doped MQW APD clearly showed that for low

gains (M < 6), the ionization ratio is greatly enhanced (k = _13 = 10 - 50) as compared to

that in bulk GaAs (k = 1.67). At higher voltages, however, the value of k is reduced since

the holes gain more energy from the applied electric field and are more likely to impact

ionize.

It was also observed that surface recombination has a significant on the dark

current behavior of an APD. The resulting leakage currents can have dramatic

consequences on the sensitivities and attainable gain levels in a photodiode. As a result of

surface treatment, dark currents at low bias were reduced to as low as 1 pA. The result of
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this reductionin darkcurrentwasmanifestedin the structures'high gain performance

whichexceeded10,000 in someAPDs.By beingableto reducethedarkcurrents,it was

possibleto maintaindarkcurrentlevelswell belowthoseof thephotocurrents.Thismade

it possibleto achieveand sustainhigh levelsof gainswell beyondthe onsetof junction

breakdown.

The spectralresponseandquantumefficienciesfor someof the structureswere

also calculated and modeled.The experimentaldata were very consistentwith the

theoreticalmodels.Thequantumefficienciesof the fabricatedstructureswererelatively

low becauseof the lossof photogeneratedcarriersdue to recombinationmechanismsin

the diffusion layer. It was shown how it was theoretically possible to significantly

increasethe quantumefficiency of the devicesthrough the introduction of a heavily

dopedp÷÷GaAstoplayer.Suchlayershelpto createa high-field regionthatwill enhance

thediffusionof photogeneratedelectronstowardthedepletionregion.

An investigationwasalsomadeinto the impactof dopingimbalancesin doped-

well MQW APDsondeviceIV andCV characteristicsandhow suchanimbalancewould

affect the depletion propertiesof the APDs. Our theoretical models were in full

agreementwith theobservedexperimentaldataandhaveprovideda goodunderstanding

of thephysicalprocessesthattakeplaceinsidea dopedMQW APD. Thesemodelshave

been usedto interpret experimentalIV and CV data and to determinethe extent of

depletionin APD devices.How theseparameterswere affectedby the p- and n-doping

imbalancein the structurewas also determined.The model predicted that a doping

mismatchas small as 10%couldreducethe depletionlayer by asmuch as50%. It was
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also shown how a large doping imbalancewould causethe device to quickly reach

avalanchebreakdownin thedepletedlayersandwouldpreventfull depletion.

Thepresenceof undepletedregionswasalsoshownto beoneof themajorcauses

of the slow time responsein avalanchephotodiodes.Partial depletiongave rise to a

diffusion-limited transientresponsein dopedMQW structures.This was demonstrated

experimentallyto be the caseby examiningthe changein diffusion tail of the output

pulseresponseof thedevicesasa functionof appliedbias.Fully depletedPIN structures

showeda fast time responseeven at zero appliedbias.The relationshipsbetweenthe

depleted (undepleted)widths and the drift (diffusion) time responsewere used in

conjunction with the sumsof squaresapproximationto get an estimateof the time

constantswhich limit theoverall responseof both thePIN andtheMQW structures.The

diffusion time constantfor theMQW structure(x_iff-1.5ns)was found to bemorethan

twice as largeas that calculatedfor the PIN APD ('r_iff~ 0.7 ns) and confirms that the

undepletedMQW structurewasdiffusion-limited.
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1. Overview

GaAs/AIGaAs multiple quantum well (MQW) avalanche photodiodes (APDs) are of interest

as an ultra-low noise image capture mechanism for high definition systems. In this effort, the effect

of various doping methods on the reliability of GaAs/A1GaAs MQW APD structures fabricated by

molecular beam epitaxy (MBE) were investigated. Reliability was examined by accelerated life tests by

monitoring dark current and breakdown voltage. Median device lifetime and the activation energy of the

degradation mechanism are computed for undoped, doped-barrier, and doped-well APD structures.

Lifetimes for each device structure were examined via a statistically designed experiment. Analysis of

variance showed that dark current was affected primarily by device diameter, temperature and stressing

time, and breakdown voltage depended on the diameter, stressing time and APD type. The undoped APD

had the highest reliability, followed by the doped well and doped barrier devices, respectively.

To determine the source of the degradation mechanism for each device structure, failure analysis using

the electron-beam induced current (EBIC) method was performed. EBIC analysis revealed some degree of

device degradation caused by ionic impurities in the passivation layer, and energy-dispersive spectrometry

(EDS) subsequently verified the presence of ionic sodium as the primary contaminant. However, sodium

contamination alone did not account for the observed variation between the differently doped APDs. This

effect was explained by dopant migration during stressing, which is verified by free carrier concentration

measurements using the capacitance-voltage technique.



Since literally millions of APDs must be fabricated for HDTV imaging arrays, it was also

critical to evaluate potential performance variations of individual devices in light of the realities of

semiconductor manufacturing. This study also presented a systematic methodology for modeling

the parametric performance of GaAs MQW APDs. The approach described requires a model of

the probability distribution of each of the relevant process variables, as well as a second model to

account for the correlation between this measured process data and device performance metrics.

The availability of these models enables the computation of the joint probability density function

required for predicting performance using the Jacobian transformation method. The resulting

density function could then be numerically integrated to determine parametric yield. Neural

networks were used as a tool for generating the models described above. In applying this

methodology to MQW APDs, it was shown that using a small number of test devices with varying

active diameters, barrier and well widths, and doping concentrations enables prediction of the

expected performance variation of APD gain and noise in larger populations of devices. This

approach compared favorably with the Monte Carlo technique, but consumed fewer

computational resources.

2. Accomplishments

2.1. Reliability Modeling

In the image capture application, the image capture stage must have sufficient optical gain to enable

very sensitive light detection, but at the same time, the gain derived during detection must not contribute

additional noisy. Various APD structures, including doped-barrier, doped-well, and undoped devices have

been fabricated, and these structures were all considered as candidates for the high-definition system

imaging application. The effect of the different doping techniques on device performance is critical. An
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investigation of the relative advantages and disadvantages of each device structure as pertaining to long-

term, low-noise performance was therefore warranted.

In the reliability study, accelerated life testing of undoped, doped barrier, and doped well APD device

structures has been conducted with the objective of estimating long-term device reliability. Dark current

and breakdown voltage were the parameters monitored. Degradation in these parameters was investigated

via high temperature storage tests and accelerated life tests, and the results of these tests were used to

estimate device lifetime by assuming an Arrhenius-type temperature dependence [1]. Using the median

device lifetime and its standard deviation as parameters, a failure probability model of these devices was

derived using a log-normal failure distribution [2].

Lifetimes for each device structure were examined via a statistically designed experiment. A

comparison of the reliability of the various APD structures was then performed using the analysis of

variance (ANOVA) technique [3]. Results of the ANOVA study that dark current was mainly dependent

on device diameter, temperature and stress time. Breakdown voltage was primarily impacted by diameter,

temperature and APD type. It was concluded that the undoped APD structure yielded devices that

exhibited the highest reliability, followed by the doped well and doped barrier devices, respectively.

Following device stressing, an analysis was conducted to determine the failure mechanism. Potential

failure mechanisms were evaluated using scanning electron microscopy (SEM) and EBIC method [4].

Based on SEM and EBIC analysis, the presence of ionic impurities contaminating the passivation layer at

the junction perimeter was proposed as a potential failure mechanism. EDS [5] was subsequently used to

identify ionic sodium as the source of contamination. However, all three device structures are passivated

using the same procedure. Therefore, sodium contamination alone does not account for the observed

variation between the differently APD device types. On the contrary, this result is explained by dopant

migration during stressing, which is verified by the measurement of free carrier concentration before and

after stressing using the capacitance-voltage (C-V) technique [6].



2.1.1. Accelerated Life Testing

The basic structure of the devices investigated (Figure 1) is that ofa p-i-n diode where the intrinsic

region is composed of the MQW superlattice structure. For the doped-barrier MQW APDs, the 1-3 tun

thick _/AIGaAs superlattice region consists of 25 periods of 200 A GaAs quantum wells separated by

800/x AIGaAs barrier layers. One complete period consists of a 300 A high-field AIGaAs region doped at

3x10 Is cm "3, the 200 A undoped GaAs layer, and a 500 A undoped AIGaAs layer. In the doped-well

devices, high electric fields are achieved in the narrow bandgap CraAs wells of the avalanche region by the

introduction of 50 ,_,thick p+ and n+ layers doped at 1.5x10 TM cm"3[16]. The undoped MQW APD design

is similar, but with the MQW region replaced by a 2.5 lma intrinsic GaAs layer.

1,1_umthick n+-GaAt

02 urn thick A]_Gal]-x_A_ : x_0.5

Figure 1. Cross section of AlGaAs/GaAs MQWAPD.

Accelerated life tests for the three different APD structures were performed on several different devices

of each type with a constant reverse current of 10 pA for 200 hours at three different ambient temperature

levels: 100, 150 and 200 °C. These conditions are summarized in Table 1.

Temperature [*C]

100

150

200

Table 1. Accelerated Life Tests Conditions

Current [[tA] Number of Samples

10 4

10 6

10 6

Stress Time [hour]

200

200

200
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To maintain a constant 10 lxA current, the reverse bias voltages for the doped-barrier, doped-well and

undoped APD were approximately 8, 10 and 80 V, respectively. The activation energy for the failure

mechanism and the average device lifetime were subsequently computed. It was assumed that the

temperature dependence of the device failure rate (R) obeys the following Arrhenius law [1]:

R = R o * exp(-Eo / kT) (1)

where 1% is a temperature-independent pre-exponential failure acceleration factor, E, is the activation

energy, T is the absolute temperature, and k is Boltzmann's constant. During these tests, dark current and

breakdown voltage were measured at room temperature (300 °K) aRer high-temperature stressing. The

breakdown voltage was obtained from the device I-V curve using the tangential line method. Typical

breakdown voltages were 7.5 - 9 V for the doped-barrier APD, 10 - 12 V for the doped-well APD, and 70 -

85 V for the undoped APD. The devices were classified as failing when the dark currents at room

temperature and 90% of the breakdown voltage exceeded 1 IxA.

Several observations were made as a result of the high temperature storage tests and accelerated life

tests. First, unbiased baking of the APD samples resulted in significantly less degradation, which is

demonstrated by a comparison of Figures 2 and 3. Dark current increases due to thermal overstress under

bias for the doped-barrier devices were generally found to be exponentially dependent on the time of

exposure to the reverse-bias field. The doped-well and undoped devices exhibited similar behavior. This

fact is shown Figure 4(a), in which the dark current at a given reverse-bias voltage increases significantly

as a function of stress time. On the other hand, breakdown voltage was shown to be nearly linearly •

dependent on stressing time, as shown in Figure 4(b).
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Figure 4. (a) Dark current and (b) breakdown voltage variations of doped-barrier APDs after

accelerated life testing at 200 degrees C.

Figure 5 is an example of the percent of cumulative failures for the doped-barrier device versus the

lognormal projection of the device time-to-failure after accelerated life testing. Although the sample size is

small, the data appeared linear, which indicates that the failure mode is the wearout type. Failures obeyed

the lognormal distribution relatively well. Median lifetimes for the doped-barrier devices at 100, 150, and

200 °C were estimated to be 1400, 250, and 78 hours, respectively, with a standard deviation of 1.84. For

the doped-well APDs, median lifetimes at 100, 150, and 200 °C were estimated to be 4204, 315 and 86

hours, respectively, with a standard deviation of 1.94. Finally, in the undoped ease, the median lifetimes at

100, 150, and 200 °C are estimated to be 8590, 495 and 84 hours, respectively, with a standard deviation

of 2.13.
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Figure 5. Lognormal projection of time-to-failure versus percent of cumulative failures for

doped-barrier APDs after life testing at 100, 150, and 200 degrees C.

A sample Arrhcnius plot of median lifetime as a function of reciprocal aging temperature is shown in

Figure 6. From these plots, the thermal activation energy of the device aging process is computed to be

0.44, 0.60, and 0.71 cV for the doped-barrier, dope_l-well and undopcd devices, respectively. Using these

activation energy levels, the median APD lifetime for the doped-barrier device under practical use

conditions can be estimated to be 3.7x104 hours (approximately 4.3 years) at room temperature, with a

standard deviation of 116 hours. Lifetime estimates for the doped-well and undoped cases were 3.4x105

hours (approximately 39 years) with a standard deviation of 343 hours and 1.7x106 hours (approximately

197 years) at room temperature, with a standard deviation of 1031 hours. It is interesting to note that the

doped-well APD, which is a complimentary structure of the doped-barrier APD, has a significantly longer

median lifetime. A summary of life test results is shown in Table 2.
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Arrhenius plot of median device lifetime for doped-barrier APDs as a function of

reciprocal aging temperature.

Device Type

Doped-barrier APD

Doped-well APD

Undoped APD

Table 2. Summary of Life Test Results

Activation Energy Median Lifetime (at 300 °K)

0.44 eV

0.60 eV

0.71 eV

3.7x10 4 hours

3.4xi0 5 hours

1.7x 10 6 hours

Standard

Deviation

116 hours

343 hours

1031 hours

2.1.2. Performance Comparison of APD Structures

Statistical experimental design [3] was used to quantify the impact of each factor on APD reliability

and to determine whether the differences between device structures were statistically significant. Due to the

mixture of qualitative and quantitative input factors, a D-optimal experimental design with 24 runs was

selected to identify the effect of input parameters on the measured responses [7]. The factors investigated

in this experiment were device type, diameter of the active area, aging temperature, and stress time. A

summary of these input factors is shown in Table 3. Dark current, breakdown voltage, and device lifetime

were the measured responses.

9



Parameter

APD Type

Table 3 - Input Factors
Values

Aging Temperature
Stress Time 50-150 hour

Diameter

Doped-barrier APD (DB)

Doped-well APD (DW)

Undoped APD (UND)
100-200 °C

75-130 _tm

A comparison of the various APD structures in terms of reliability was performed using the analysis of

variance (ANOVA) technique. Experimental data was analyzed using the RS/Discover commercial

software package [8]. Using this approach, it was verified that the different processes used to fabricate the

three APD structures did indeed significantly impact the reliability of the devices. Using the ANOVA

technique, the statistical significance of each input reflects the degree to which the parameter contributes to

the variation of the measured responses. If the value of the statistical significance is less than 5%, then the

input contribution to the variation of the measured response is considered significant with 95% confidence.

Table IV shows the significance of each factor on the two responses.

Factor

Diameter

Temperature
Stress time

APD tyre

Table 4 - Results of D-optimal Experiment

Statistical Significance

Dark Current (ID) Breakdown Voltage {Vb)
0.0132

0.0009

0.0013

Device Lifetime {Tv)

0.0141 0.3151

0.2192 0.0008

0.0218 0.4128

0.0001 0.00350.2288

Results indicate that dark-_urrent variation is affected primarily by diameter, temperature, stressing

time, and to a lesser degree by the APD type. Breakdown-voltage variation depends on the diameter,

stressing time and APD type. Interestingly, the stress temperature did not have a significant effect on the

change in breakdown voltage. Device lifetime is impacted most significantly by stress temperature and

APD type. From these results, it may be concluded that the doping process used in the fabrication of the

APD structure has a profound impact on device reliability. Since the undoped devices exhibit the highest

10



degree of reliability, it can be assumed that doping, while enhancing device performance, makes the device

less reliable.

2.1.3. Failure Analysis

Failure analysis on the thermally stressed devices was carried out using SEM and EBIC [4]. Prior to

this analysis, the presence of contaminants in passivating nitrides at the junction was hypothesized as a

possible cause for dark current increases during stressing. Defects causing device failure were detected in

each type of device after life testing (Figure 7). (Similar results were observed in the doped well and

undoped devices). Using EBIC analysis, local defects at the junction region change the electron-beam

current indicating the reason for the device failure. Defects near the area of the junction were detected in

the EBIC images, and nearly all the SEM images exhibit a similar pattern of defects in the exposed junction

area as well. The only exception was the SEM image of an undoped device atter life testing, which showed

only a small defect in the junction.

Figure 7. (a) SEM and (b) EBIC images of doped-barrier GaAs MQW APD after accelerated

life testing at 200 degrees C.

From SEM and EBIC analysis of the degraded samples, it was determined that the dark current

increase could be partially explained by the presence of ionic impurities or contamination in the silicon
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nitride passivation layer at the junction perimeter. Such contamination generates a leakage path shorting

the junction under an electric field. This hypothesis is supported by the fact that unbiased baking of the

APD samples resulted in significantly less degradation, which is demonstrated by a comparison of Figures

2 and 3. It has been suggested that these type of defects occur at metal-rich precipitates, some of which

occur at crystal dislocations [9-11]. The cause of the gradual reduction in breakdown voltage, on the other

hand, is not known explicitly, but presumably involves the field-assisted and/or temperature-assisted drift

of some impurity species or defects to localized sites in the pn junction.

A common contaminant for silicon nitride passivating films is ionic sodium. EDS was used to

determine whether sodium was the source of contamination in these devices. In this case, EDS confirmed

the presence of ionic sodium and verified that sodium is the primary contaminant (see Table 4). It is

believed that this sodium originated from the APD processing environment or the personnel involved in

fabrication. In addition, ionic potassium was detected in the doped-barrier device. (The significant

amount of phosphorus detected in the undoped device was probably due to the etching of the mesa

structure).

Element
Table 4 - EDS Results for the Do s_xl-barrier_ Doped-well_ and Undoped MQW APDs.

Doped-barrier MQW APD Doped-well MQW APD Undoped MQW APD

wei t [%]
Na 13.68 18.39 14.48

In - 3.72 1.21

P 4.38 - 21.79

CI 10.41 - -

K 11.31 - -

Although ionic contamination is a plausible explanation for device degradation, this effect alone does

not account for the statistically significant variations in lifetime among the differently doped APD

structures. Since the same passivation process was applied to each structure, one would expect that each

would have roughly the same lifetime if contamination were the sole cause of degradation. However, it was

observed that the undoped devices were clearly more reliable, followed by the doped well and doped barrier

12



devices, respectively. Therefore, it was theorized that dopant migration might also play a significant role in

the device degradation mechanism. This theory was investigated by analyzing dopant migration using C-V

measurements to extract the free carrier concentration in the APD multiple quantum well region before and

after life testing. C-V measurements were performed at 1 MHz using an HP4277A LCZ meter.

For the doped-barrier APD, the free carrier profile in the depletion region is shown in Figure 8. Before

life testing, the depletion region width under a reverse bias near the breakdown voltage was approximately

0.195 pro. ARer life testing, the free carrier concentration significantly increased in the barrier region, and

the depletion width decreased to 0.14 gun under reverse bias. Similarly, for the doped-well APD, the

depletion region width under reverse bias was about 0.185 pm before life testing. ARer life testing, the free

carrier concentration again increased, and the depletion width shrunk to 0.17 pro.
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Figure 8. Free carrier concentration profile of doped-barrier APD before and after life testing.

The free carrier profile in Figures 8 is similar to those reported by Aristin et. al. for a doped-barrier

MQW APD structure [12], who stated that as the doping concentrations in the barrier increase, dark

current increases and breakdown voltage decreases. In the present investigation, the free carrier
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concentrations increased in doped barrier layers after life testing as well, resulting in comparable increases

indarkcurrent.

From the results of the C-V measurements, it was hypothesized that during the life test, the thermally

and electrically excited dopants obtain sufficient energy to migrate into the passivation layer, which caused

an increase in free carrier concentration in this region. ARer entering the passivation layer, these dopants

behaved similarly to positive surface charges. Because of the accumulation of positive charge, the

depletion width was reduced and the electric field in the region where the p-n junction intersects the

passivation layer was more intense. Dark current was increased by both the positive charge accumulation,

as well as the intensified electric field in the narrow depiction region associated with the passivation layer.

These increases accelerated the degradation of the device, eventually resulting in failure. The effect was

more pronounced in the doped barrier devices since the observed shrinkage in the depletion region v,4dth is

greater in these devices than in the doped-well APD.

2.2. Parametric Yield Modeling

Even in a defect-free manufacturing environment, random variations in the fabrication

process will lead to varying levels of device performance. These manufacturing variations

result from the fluctuation of various physical parameters (i.e., doping concentration, layer

thickness, etc.), which in turn manifest themselves as variations in device performance metrics

(such as gain or noise). This is due to the fact that these fluctuations influence the statistical

distributions of device model parameters, which results in statistically varying performance

characteristics in finished integrated circuits. Although small process fluctuations may not

always cause catastrophic failures, they often prevent systems from meeting certain

specifications. It is therefore crucial for circuit and device designers, as well as manufacturers,

to account for statistical variations early in the design level, thereby aiding in production

scheduling and planning.
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This portion of the project developed a systematic methodology for modeling the

parametric performance of GaAs MQW APDs. The approach described first requires a model

which reflects the probability distribution of each of the relevant process variables. This

model can be obtained directly from measured process data. A second model is then required

to account for the correlation between this measured process data and device performance

metrics. This can be derived either from the evaluation of analytical expressions relating

process variables to performance or through device simulation. The availability of the above

models enables the computation of the joint probability density function required for

predicting performance using the Jacobian transformation method [13], which converts the

process variable distributions to the device performance metric distributions. The resulting

density function is then numerically integrated to determine parametric yield. Since they have

demonstrated the capability of highly accurate function approximation and mapping of

complex, nonlinear data sets, neural networks were used to generate these models [14].

2.2.1. Modeling anti Simulation

AIDs were only available in a very limited supply in this study (about ten each for the

doped barrier, doped well, and undoped structure), so a thorough parametric study of gain

and noise in these devices required other data in addition to that available directly from

measurements. The objective of AID simulation was to use simulated data as a supplemental

aid to experimental data for understanding the effect of variations in manufacturing

parameters on APD gain and noise. Accurate simulation required that measured output data

first be sufficiently calibrated with the simulation tool. Simulation of AID operation was

performed using the ATLAS II device simulation package [15].
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In the ATLAS II simulations, Newton's two-carrier method is used for solving Poisson's

and the continuity equations. Impact ionization is modeled according to Selberherr [16].

Light I-V characteristics are modeled using a 1 mW/cm 2 monochromatic light source

operating at 800 nm. From this simulation tool, dark current (ID), photocurrent (IL), and

impact ionization rates for electrons and holes can be calculated. The multiplication gain is

then given by:

M(V) = Iz (V)- ID(V) (2)

where ILo is the photocurrent at unity gain. The impact ionization rate ratio (k) is defined as

the ratio of the electron to hole ionization rate (oq,/ch).

To simplify the models and to reduce program execution time, the following assumptions

were made regarding the simulated structures: 1) all devices have a rectangular geometric

configuration; 2) only SRH and Auger recombination is considered (optical and surface

recombination are ignored); 3) the p and n contacts are perfect ohmic contacts; 4) doping

imbalances in the MQWs are constant throughout the entire structure; and 5) the effect of

bandgap narrowing in AIGaAs is similar to that in GaAs. Figure 9 shows that the simulation

results for a 10-period, doped-well MQW APD. The simulated I-V data matched the

experimental data quite well, indicating that device characterization could justifiably be

performed using data simulated by ATLAS II as a supplement to experimental data.
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The ATLAS II simulations were used to generate datasets to build neural network models

which map the variations in device diameter, doping, and barrier width to device performance.

Neural network modeling can be accomplished directly using the results obtained from the

ATLAS II simulator. The use of neural networks to provide this mapping was motivated by

the fact that neural net models can provide an accurate and efficient alternative to using

ATLAS II directly. ATLAS II simulations typically took on the order of 30 minutes to run,

whereas neural nets trained to mimic ATLAS provided results in fractions of a second.

Several simulations were performed using a systematic experiment designed to achieve

sufficient coverage of the input parameter space, and the results of these simulations were

used to train a neural network to model gain and noise index as a function of device diameter,

barrier width, and the mean and standard deviation of the barrier (or well) doping. The gain
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index was defined as the area under the plot of gain versus reverse bias up to the breakdown

voltage. The noise index was defined by the electron-to-hole impact ionization rate ratio.

The four input factors varied in the gain and noise characterization simulations and their

respective ranges of variation are shown in Table 5. These factors were selected due to their

potential for variation in a manufacturing setting leading to possible impact on yield. The

active diameter of an APD could vary due to photolithographic variations such as

misalignment. The other three parameters (barrier width, mean doping, and doping standard

deviation) are all subject to any fluctuations in the MBE system used to grow the APD

superlattice. The ranges were selected to account for the variety of potential operating

conditions used in device fabrication.

Table 5 - Input Factors for Gain and Noise

Parameter

Active Diameter (D)

Barrier Width (13)

The Mean doping (Dm)

The Standard deviation of dopin_(Ds)

Characterization

Values

75-130 I.tm
200-800 A

10tT.10 TM cm -3

1017.10 n cm -3

The choice of an appropriate experimental design to capture variation in gain and noise

over these ranges is important for systematically collecting data to be used for subsequent

modeling. For this type of computer simulation study, Conover and Beckman have

recommended the uniform design concept inherent in the Latin hypercube sampling (LHS)

technique [16]. LHS is an extension of a stratified sampling procedure in which each input

variable has all portions of its range represented in the design. The LHS design used in this

study required 17 trials (see Table 6).
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Run
Table 6: Latin Hypercube Samplin_ Experimental Desi_n

xl (D)[_m] x2 (a) [A] x3 (Dm)[1017cm "31 x4 (Ds)[1017cm "3

1 103

2 101

3 123

4 115
5 104

6 119

7 97

8 93

9 86

10 112

11 82

500 5.5 5.5

360 7.0 6.4

520 6.4 4.6
280 4.6 4.0

720 2.8 5.2

590 7.6 8.2

320 8.8 3.4

480 1.0 7.0

600 4.0 1.6

640 1.6 8.8

240 5.2 2.8
12 79 680 2.2 5.8

13 126 440 3.4 9.4
14 90 760 5.8 10.0

15 130 400 9.4 7.6
16 108 200 8.2 1.0

17 75 800 10.0 2.2

Neural networks possess the capability of learning complex relationships between groups

of related parameters [18]. Such learning capabilities are attributed to the fact that neural

networks, possessing many simple parallel processing units (called "neurons"), crudely

resemble the architecture of the human brain. The most popular method of training feed-

forward neural networks is the error back-propagation (BP) algorithm. BP networks consist

of several layers of neurons which receive, process, and transmit critical information regarding

the relationships between the input parameters and corresponding responses (Figure 10).

Each neuron contains the weighted sum of its inputs filtered by a nonlinear sigmoidal transfer

function. These networks incorporate "hidden" layers of neurons which do not interact with

the outside world, but assist in performing classification and feature extraction tasks on

information provided by the input and output layers. Two BP neural nets have been trained to
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predict APD gain and noise.

parameters listed in Table 5.

Inputs to the gain and noise neural network models are the

Rewome*

Output Layer

Hidden Layer(s)

Input Layer

Figure 10. Typical feed-forward neural network.

2.2.2. Parametric Yield Prediction

Usually, it is assumed that these manufacturing parameters in Table 5 will vary according

to the normal distribution. However, this may not always be the case [19]. Several

commonly occurring distributions in semiconductor device fabrication are shown in Figure 11.

These deviations from the ideal Gaussian shape can sometimes appear in IC fabrication. Each

of these were considered as possible distributions in APD fabrication in order to accurately

characterize fluctuations in parametric yield.
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Figure 11. Possible distributions occurring in semiconductor device fabrication.

The histograms described above provide models of marginal probability density functions

(pdfs) for each device parameter. These marginal pdfs are related to the joint probability

density function for all parameters as follows [ 17]:

/,(_,)=f...I/(_,,_,,...,,,),_,..._,_E.-.E/(_,,,,,...,,,) (3)
xa x.

where fi(x 0 is the marginal pdf for parameter xl and f(x,,x2,...,x,) is the joint pdf for n different

device parameters. In this work, the xi's are the manufacturing parameters. Multiple integrals

of the joint pdf using Eqn. (3) provide probability information along several dimensions in the

same way that integrating a marginal pdf gives the probability of finding a single variable in a

given interval.
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The joint pdf is found by determining the relative frequency of device performance along

several dimensions. This is accomplished by partitioning the device parameter space into

divisions with appropriate granularity, counting the number of devices in each category, and

dividing by total number of devices measured. Then, the last step ensures that joint pdf is

normalized. This procedure can be extended to as many dimensions as desired, and the

resulting hypersurface likewise approximates the multidimensional joint pdf.

Since the exact form of the manufacturing parameter distributions is difficult to predict,

the assumption of normal behavior may be incorrect. To circumvent this difficulty, neural

networks were used as a mechanism to encode the functional form of the overall joint

parameter distribution directly from measured (or simulated) data.

Once the joint pdf ofthe device parameters was computed, the next step was to derive the

joint pdf for functions of these parameters. For example, if the joint pdf of active diameter

(A) and barrier width 03) is known, we would like to use this information to calculate the joint

pdf of device performance characteristics such as gain or noise index, since each of these

performance measures is a function of A and B. Consider two sets of random variables Xj

(representing the manufacturing parameters) and Yi (representing the performance metrics),

where the Yi's are functions of the Xj's:

x I = A; x 2 = B; Yl = G; y_ = N (4)

The functional relationship between the manufacturing process variables and performance

metrics can be expressed as:

=/-Jr, X:) (5)
yz = H: (x i , x 2 )
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Now xl and x2 can be solved inwhere HI and H2 arc continuous, diffcrentiable functions.

terms ofy_ and y2 to obtain:

xl = GI (Y,, Y_) (6)

x 2 = G_(Yl, Y_)

where Gl and (£2 are also continuous and differcntiable. The joint pdf of random variables Yl

and Y2, u0%Y2), is given by:

u(y,,y2)= f(x,,x2_J(y,,y2_ (7)

where f(x,,x2) is the joint pdf of xl and x2, and J(y,,y2) is the Jacobian transformation. The

Jacobian is given by the following determinant:

(8)

L_,

Recall that the joint pdf of the manufacturing parameters, f(xbx2), is available from the

previously obtained neural network models of the joint parameter density.

Once u(yl,y2) has been calculated from Eqn. (7), then the marginal densities of the device

performance metrics (gain index or noise index) is calculated as follows:

1,0,,)=j',,(y,,y2)dy__"_,,(y,,y_)
Y' (9)

i_(y:)=j'u(y,,y_)dy,_ZuCv,,y_)
Yl

where Ii(3q) and I2(y2) are the marginal pdfs of the performance characteristics and the

numerical integration is performed using the trapezoid rule. The parametric yield of the circuit

with respect to a given performance measure is then derived from the marginal pdfs as:

b "-_ff k(b-a)l ( (k+l)(b-a).]_Fb-a] (10)
PY_=J'l,0,,)dy,_)-'_ I, a+ n 7 +1' a+ _)JL--_n J

a k=0k " r/
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where a and b represent the limits of integration surrounding regions of interest and PYi

provides the probability of the device satisfying a particular performance criterion. To

evaluate this integral numerically, the interval [a,b] is divided into n distinct segments. Using

this methodology, the parametric yield of gain or noise can be predicted based on the variation

of the manufacturing parameters.

2.2.3. Results and Discussion

The neural network models for gain and noise index were established from 17 ATLAS II

simulations from the LHS design. Two three-layer neural networks with four inputs, five

hidden neurons, and a single output were used. The networks were trained using ObOrNNS

("Object-Oriented Neural Network Simulator). Prediction errors for each model were

evaluated using a validation set consisting of four randomly selected runs from the LHS

design. The training errors were 1.3% and 1.0%, respectively, and the prediction errors were

1.8% and 3.2%, respectively.

Based on the results of the neural network modeling, the effect of the various

manufacturing parameters on gain and noise index can be quantitatively investigated. Figure

12 shows 3-D contour plots of gain and noise index versus active diameter and the mean value

of the doping concentration. In each case, barrier width and the standard deviation of doping

concentration remain constant at their mid-range value. It is evident that increasing the mean

doping concentration results in higher gain. In addition, increasing the active diameter of the

APD along with the mean doping concentration results in a higher noise index. These results

occur partly due to the fact that increasing the doping concentration can cause more carrier

multiplication during the avalanche process, which can increase impact ionization rate ratio
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(k). As k increases, both the gain and noise index increase as well. These results are in

agreement with experimental measurements performed by Aristin, et al. [12].

Figure 12. Contour plots of neural network models of." (a) gain index and (b) noise index

as a function of mean doping concentration and device diameter. Barrier width

and doping standard deviation are set to their mid-range values.

In addition to the above models, "inverse" neural network models are also needed for

calculating the parametric yield using the procedure described above. These inverse models

have been constructed by simply training a network with four inputs (gain index, noise index,

and two "dummy" variables) and four outputs (the process parameters in Table 5). The two

"dummy" variables are not directly involved in the parametric yield calculations, but are

necessary to derive a proper Jacobian determinant [20].

To construct a joint density function for the four processing parameters, four different

statistical distributions from those shown in Figure 11 were selected, and random numbers

were generated according to these four distributions using MATLAB. The arbitrarily selected

distributions were the bell-shaped, truncated, plateau, and combed distribution for device

diameter, barrier width, mean value of doping concentration, and standard deviation of doping
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concentration, respectively. Using data derived from these distributions as training data, a

back-propagation neural network with a 4-9-1 (input-hidden-output) architecture was used to

model the joint density function for all four input variables. To verify this model, the marginal

density functions for each input variable were reproduced as shown in Figure 13. As this

figure shows, the marginal distribution of each input parameter was well-matched with the

neural network predictions.
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Figure 13. Predictions of joint pdf neural network model

To calculate the parametric yield using the joint density function, the ]acobian determinant

must be calculated. The derivatives required for the ]acobian matrix were estimated using a

difference equation which computes the change in the input quantity with respect to a 5%

deviation in the output parameter of interest. Following the computation of the Jacobian

determinant, parametric yield may be calculated using Eqn. (7). Figure 14 shows the resulting

distribution of gain and noise index.
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Figure 14. Final distributions of gain and noise index. A 1-tx confidence interval has
been indicated on the Monte Carlo result using considering different

distributions (which are the target values).

To validate this approach, these results can be compared with the Monte Carlo method.

Toward that end, simulations consisting of 20,000 randomly generated instances of data were

used to calculate parametric yield using the Monte Carlo technique. These randomly

generated data sets were fed into the neural network models for gain and noise to calculate

the device response. Using the output of the neural network model for each instance of input

data, the distribution of gain and noise can be calculated. Two different Monte Carlo

simulations were performed. The first approach assumed that all input parameters were

independent and normally distributed, ignoring any correlations which might exist between the

input parameters. The second Monte Carlo simulation, however, made use of the different

input distributions provided in Figure 13. The Monte Carlo results are also shown in Figure

14.

As expected, Figure 14 shows that the Monte Carlo method performed without

considering the variety of input parameter distributions cannot predict parametric yield

accurately. For example, if the multinormal Monte Carlo approach is used, the number of

devices achieving a gain index between 45-47 is severely overestimated. Likewise, the number

of devices with a gain index from 47-49 is underestimated. In either case, this approach gives

misleading information about the effect of the APD manufacturing parameters on device

performance.

On the other hand, the newly proposed methodology for parametric yield calculation is

comparable to results achieved using the Monte Carlo method that does consider different
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(and potentially correlated) input distributions,but with significantly fewer simulations.

Although some computational overhead is incurred in deriving the neural network pdf and

jpdf models (on the order of a few hundred simulations for generating the forward and reverse

neural network models and for performing the Jacobian transformation numerically, depending

on the granularity of the jpdf model), these models only need to be derived once. In contrast,

the Monte Carlo procedure will always require a large number of simulations. Furthermore, it

is also asserted here that since the Monte Carlo method uses the same distribution for each

input parameter and does not account for possible correlations between parameters, some

degree of accuracy is inherently lost. By modeling the input pdfs and their joint pdf directly,

the proposed method overcomes this shortcoming.

3. Impact

This portion of the HDTV project has first provided accelerated life tests of doped-barrier,

doped-well, and undoped AlGaAs/GaAs multiple quantum well avalanche photodiodes from

the viewpoint of evaluating long-term reliability. From the life test results, the activation

energy of the degradation mechanism and median lifetime of these devices was determined.

Using the ANOVA technique, a comparison of the reliability of the various APD structures

was then undertaken. Based on this investigation, it was concluded that the doping process

used in the multiple quantum well APD fabrication has a significant effect on device reliability.

The undoped APD structure yielded devices that exhibited the highest reliability, followed by

the doped well and doped barrier devices, respectively. Subsequent failure analysis using the

SEM and EBIC methods clarified that the dark current increase was in part brought about by

the presence of ionic contaminants in the passivation layer at the junction perimeter that

generate a leakage path which shorts the junction under the effect of electric field. EDS
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analysis identified the primary contaminant as ionic sodium. In addition, dopant migration

under stress was theorized as a means to explain the observed reliability differences between

the device structures. This dopant migration was investigated using C-V measurements,

which verified that the redistribution of free carriers after stress is indeed a plausible

explanation for reliability differences.

This effort has also provided a systematic methodology which uses the unique capabilities

of neural networks to model the parametric performance of CmAs MQW APDs. It was shown

that using a small number of test devices enables accurate prediction of the expected

performance variation of APD gain and noise in larger populations of devices. The

methodology presented could also be utilized in other high-volume manufacturing

applications. This approach could thus provide device designers with the ability to understand

the manufacturability of various design options and enables process engineers to determine the

consequences of process modifications. This will potentially allow parametric yield estimation

prior to high-volume production in order to evaluate the impact of design decisions and

process capability.

4. Students

Dr. Ilgu Yun graduated in December, 1997. Dr. Yun is currently with the Electronics and

telecommunications l_esearch Institute in Korea.

5. Future Work

Neural network modeling for parametric yield of GaAs MQW APDs has been

accomplished in this project. However, it was a nontrivial effort to obtain the inverse

neural network models required for estimating the parametric yield based on device

lifetime. Usually one hidden layer is enough to build a neural network model, but two
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hiddenlayers were required to build accurate models for device lifetime modeling. One

task that needs to be performed in the future is neural network model optimization.

Genetic algorithms have been successfully used for parameter optimization of neural

networks and recipe synthesis in semiconductor manufacturing process [21]. Thus, if

genetic algorithms are applied for neural network optimization in this application, more

accurate and efficient neural network models should be achieved.

Another task to be pursued in the future is to utilize the methodology for calculating

parametric yield described in this thesis to semiconductor devices fabricated by other

certain manufacturing processes. For instance, parameter variation for the high electron

mobility transistor (HEMT) fabricated by MBE can be investigated using this

methodology.

In addition, this methodology can also be applied for modeling circuit performance.

For example, the parameter variation for CMOS circuit can be predicted using this

approach. The circuit variables can be modeled by measured data or SPICE circuit

simulations. It was shown that this approach is superior to the prevailing Monte Carlo

method by reducing the computation load and relaxing the assumption of a specific

statistical distribution. If parametric yield prediction for newly developed circuits using a

given manufacturing process is needed, this new methodology can predict parametric yield

with a small number of test structures prior to high-volume manufacturing in order to

evaluate the impact on manufacturability of both design specifications and process

capability.
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Final Report - NASA HDTV Project

Principal Investigator: Prof. Kevin F. Brennan

Affiliation: School of ECE, Georgia Tech

I. Accomplishments

Prof. Brennan coordinated the theoretical and modeling effort for the project. The

main mission of the theory and modeling group was to assist in the design, optimization

and evaluation of each component of the imager chip. It is first useful to outline the

design of the ACT imager chip. The chip can be divided into three different components.

These are 1) the image capture component, 2) charge accumulation and storage

component, and 3) the ACT readout mechanism. During the course of this project, the

theory and modeling team made important seminal contributions to each of these three

parts of the design. In this section, we review the theory and modeling work performed

on each of these components of the HDTV imager chip.

A. Image Capture Component

We examined two general image capture devices. The first and most important

device considered was an avalanche photodiode, APD. An APD is particularly attractive

to HDTV imaging since it provides internal gain necessary in overcoming the noise of the

following electronics in the camera. As is well known, an APD provides gain through

carrier multiplication via impact ionization events. Accurate modeling of an APD thus

requires accurate modeling of impact ionization. Much of the early work on impact

ionization was based on simplified analytical models of the process. Though these

techniques were found to be useful in some instances, they have limited validity. More

advanced numerical models of impact ionization are necessary to render an accurate



accountingof themechanism.Forthis reason,duringthisproject,wedevelopednew,

numerical techniques for determining the impact ionization transition rate.

The first approach adopted in our work to improve the formulation of the impact

ionization transition rates was to perform a numerical calculation of the rate. We

calculated the interband impact ionization transition rate for both silicon [ 1] and GaAs

[2]. The full details of the analysis are discussed in references 1 and 2 and are included at

the end of this report. The salient features of the technique and our results will

nevertheless be discussed here for completeness. The transition rate was determined

using Fermi's golden rule from a two-body screened Coulomb interaction assuming

energy and momentum conservation. The transition rate was calculated by numerically

integrating the over the full Brillouin zone including the full details of the band

structures. It was found that the transition rate depends strongly on the initiating electron

wavevector and that the transition rate is greatest in both silicon and GaAs for electrons

within the second conduction band as compared to the first conduction band. Though this

approach is highly accurate, it is numerically intensive requiring significant

computational resources. In order to find a more computationally efficient algorithm we

examined an alternative approach by which the computational demands of the fully

numerical formulation can be mitigated yet high accuracy can be retained.

A modified analytical relationship for the impact ionization transition rate that

includes the effects of the band structure for the initial state known as the Quade formula

[3] was then examined. We succeeded in rederiving this formulation and in comparing its

predictions to those made using either a more simplified model, the Keldysh formula, or

numerical techniques. The results of our investigation are reported in reference [4] which



is includedattheendof thisreport.It wasfoundthattheQuademodelovercomessome

of the limitationsof theKeldyshformulaandthenumericalmethodsbut attheexpenseof

newparameterization.It wasdeterminedthattheQuademodelcanqualitatively

reproduceresultssimilar to thoseobtainedwith thenumericalmodelyet with far greater

computationalefficiency.Nevertheless,thereexistsomeimportantlimitationsto the

Quadeformulation.Thesearethatit doesnot accuratelyreproducethequantumyield

datafor bulk silicon, it requiresdeterminationof a newparameter,relatedphysicallyto

theoverlapintegralsof theBloch stateswhichcanonly beadjustedby comparisonto

experiment,andfails to accountfor anywavevectordependenceof theoverlapintegrals.

As suchwedeterminedthat useof theQuadeformulais not justified in mostsituations.

Instead,it isnecessaryto proceedwith numericallygeneratedvaluesfor the ionization

transitionrates.

Onthebasisof theabovecalculations,wewerethenableto refineourmodelsfor

impactionizationandincorporatetheseintodevicesimulatorsto studyAPD device

performance.Thesimulatorswerethenusedto designandoptimizedifferentAPD

designs.Using these simulation tools, we designed a new APD structure, the delta-

dopedp-l-n quantum well APD. The full details of the device and its predicted workings

are described in the paper of reference [5]. This new structure and its earlier derivatives

[6] formed the basis for the light capture component for the ACT imager chip. Thus the

theory and modeling effort produced a new APD design and assessed its working

capabilities.

In addition to our work on APD structures, we also examined the workings of

metal-semiconductor-metal, MSM, photodetectors as possible candidates for the



photodetectorstageof thedevice.Theresultsof our investigationarediscussedin detail

in references[7-9] whichareenclosedat theendof thisreport.Ourwork onthis portion

of theprojectcenteredondevelopinga detailedmodelandutilizing it to determinethe

workingsof anMSM device.We exploreddifferentdesignsutilizing GaAs/AIGaAsand

GalnAs/AllnAs. Varousstructureswereexaminedandcomparedin termsof their

frequencyresponseandresponsivity.

B. ChargeAccumulation and StorageComponent

The secondcomponentwithin theACT imagerchip is thechargeaccumulation

andstoragedevice.In thepresentdesignweconsideredstoringtheaccumulatedcharge

within anopencircuitedAPDdevice.Thebasicoperationisasfollows. TheAPD is

configuredin thechargestoragemodewherethedevicecancollectchargeover theentire

integrationperiodratherthanjust duringtheshortsample/read-outtime. In thismodethe

diodeis initially biasedto a potentialsomewhatbelowthebreakdownvoltageyethigh

enoughthat impactionizationis prevalent.Followingtheresetperiodtheexternalbiasis

removed,thediodeisphysicallyisolatedfrom thecircuit and,overtime, recoversbackto

equilibrium.Thedioderecoversto equilibriumthroughacombinationof effectssuchas

generation,captureof signalandbackgroundradiation,andleakageto theexternalread-

outcircuit.During thefirst stageof recovery,thechargeaddedto thediodecanbe

multipliedwithin thehigh-fielddepletionregionof thedeviceandisstoredwithin the

internalcapacitanceof thejunction.We haveexaminedtheoperationof anAPD in the

chargestoragemodeusingour advancednumericalsimulator.Theresultsof that

investigationarereportedin reference[10] which isenclosedat theendof this report.



We investigatedthebehaviorof siliconbasedAPDsoperatedin thecharge

storagemode.Thedifferent issuesinvestigatedincludedthedevicesensitivityto the

input photo-currentincludingtheself-quenchingof thediodeandits limitationsin

sensinglow light levels,thedependenceof theresponseon thebulk lifetime andhence

on thegenerationcurrentwithin thedevice,the initial gain,transientresponse,

dependenceof thedeviceuniformity uponperformance,andthequantityof storable

chargewithin thedevice.Basedon thesecalculations,weprovidedinsight intopossible

APDchargestoragedevicesthat couldbethenintegratedwith anACT readoutdeviceto

providefull functionality.In thenextsection,wediscussour theoreticalwork on

developingtheACT readoutdevice.

C. ACT ReadoutArchitecture

Thefinal componentwithin theACT imagerchip is theACT readout device

itself. After the light has been detected and converted into charge, accumulated and

stored for a specified time, it must then be readout for image processing. In most arrays,

charge readout is accomplished using a CCD shift register. Increased resolution of a CCD

array requires an increased number of elements. As the number of devices increases

within a CCD array, the charge transfer efficiency must increase to ensure adequate

charge at the output of the array. This places a severe constraint on the quality of each

individual device within the CCD array. To overcome this limitation, we proposed to

transfer charge using an ACT device. The goal of the theory and modeling part of the

program was to design an ACT device for charge transfer and aid the experimental

realization of the structure.



In orderto handleanACT device,themodelingtoolshadto bereconfiguredto

includethepotentialcreatedbythesurfaceacousticwave.In addition,complicationsdue

to mixedboundaryconditionson thesurfaceneededto beaddressed.Specifically,the

mixtureof Dirichlet andNeumannboundaryconditionsona singlesurfacehadto be

developed.Thedetailsof ourapproachwerepublishedin reference[11] which is

enclosedat theendof thisreport.

Themodifiedsimulatorwasthenusedto studyaheterojunctionACT device.The

full detailsof theanalysiswerepublishedin reference[12] which is enclosedattheend

of thisreport.The structureweenvisionedutilizesap-njunction to depletethesurface

layerto supportthesurfaceacousticwave.Theusageof thetopjunctionasthechannel

depletionmechanismmakesthedeviceinsensitiveto theresidualsurfacestatedensity,

thusprovidinga morerobustdesign.Thecalculatedresultsindicatethatanorderof

magnitudeenhancementinchargecapacityis possibleusingthis newstructure.Transfer

efficiencycalculationsfor severaldifferent lifetimesin thetransportlayershowhigh

efficiencyvalues,greaterthan7 9's efficientwith a ShockleyReadHall lifetime of 10ns.

Thesecalculationsprovidedthebasisfor furtherexperimentalwork.

II. Impact

In additionto the 12refereedjournalpaperspublishedby thetheoreticalgroup

underthisprogram,wehavedevelopedanextensivedevicesimulationtool. Thefull

detailsof its operationhavebeendisclosedin references[13and 14].Thisdevice

simulationtool is thefirst of its kind to includeanonparabolicenergybandstructure

within a hydrodynamicsimulation.Additionally,wehaveinventedsomenewdevice



structures.Thesearethedeltadoped,quantumwell APD deviceandthepn-npACT

device.Bothstructureshavegreatpotentialfor advanceddeviceoperation.

III. StudentsGraduated

Ali F. Salem- Ph.D.Spring 1995.Currentlyat Conexant,NewportBeach,CA.

JosephParks,Jr.- Ph.D.Summer1997.Currentlyat IntelCorp.,Beaverton,Oregon.

PostdoctoralAssistant- Dr. Arlynn Smith,Currentlyat ITT Optoelectronics,VA.

IV. Future Work

Thoughmuchwork hasbeenaccomplishedduringthisproject,thereremains

muchto do.Oneof thebasicproblemsencounteredduringthecourseof thisprojectwas

thereliability androbustnessof eachcomponent.It is fairly well knownthatAPDsare

notoriouslyunreliable.Therefore,anarrayof APDsis not likely to functionwell. To this

end,wehavebeenworking at improvingthereliability of APD structures.We have

recentlyinventedanewprocedureby whichedgebreakdowncanbeeliminatedwithout

theuseof guardrings.This procedurewebelievewill beof greatvalueindeveloping

APD arraysthatcouldthenbeusedto form an imagingchip.Extensivework remainsto

analyzeanddevelopthesenewAPD structures.
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Semiclassical study of the wave vector dependence of the interband

impact ionization rate in bulk silicon
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We present calculations of the interband impact ionization rate calculated using a wave vector

dependent (k-dependent) semiclassical formulation of the transition rate. The transition rate is
determined using Fermi's golden rule from a two-body screened Coulomb interaction assuming

energy and momentum conservation. The transition rate is calculated for the first two
conduction bands of silicon by numerically integrating over the full Brillouin zone. The overlap

integrals in the expression for the transition rate are determined numerically using a 15 band

k.p calculation. It is found that the transition rate depends strongly on the initiating electron
wave vector (k vector) and that the transition rate is greatest for electrons originating within the

second conduction band than the first conduction band. An ensemble Monte Carlo simulation,

which includes the numerically determined ionization transition rate as well as the full details of

the first two conduction bands, is used to calculate the total impact ionization rate in bulk

silicon. Good agreement with the experimentally determined electron ionization rate data is

obtained.

°-,,

I. INTRODUCTION

The impact ionization process is very important to the

study of modern semiconductor devices, such as avalanche

photodetectors, in which gain is provided by carrier mul-

tiplication. In these devices, the most common impact ion-
ization mechanism present involves an interband transi-

tion. For an interband ionization event to occur, the

initiating carrier must achieve an energy greater or equal to

the energy band gap as measured relative to the band edge,

due to energy conservation. Subsequently, a theory of the

interband impact ionization process must necessarily ad-

dress the physics of high energy carder transport. As is

well known, at high carrier energies most of the usual ap-

proximations and assumptions, i.e., relaxation time ap-

proximation, effective mass approximation, etc. are no
longer valid. As a result, it is extremely difficult to fashion

a first principles theory of impact ionization since it re-

quires dispensing with virtually all of the standard ap-

proaches to semiconductor device modeling and analysis.
The first attempts at formulating a theory of impact

ionization were, out of necessity, greatly simplified. Nev-

ertheless, the early theories I-3 provide a useful guide for

understanding the underlying physics of the impact ioniza-

tion process. The theories of Shockley ! and Woltl a outline

opposite and extreme descriptions of the manner by which
a carder achieves sufficiently high energy after which an

impact ionization event can occur. This energy is often
referred to as the threshold energy. The Shockley theory !

assumes that the only ionizing carriers are those which are

sufficiently "lucky" to drift to an energy greater than or

equal to the threshold energy without experiencing any

energy relaxing collisions, conversely, the Wolff theory

predicts that ionization events occur after a carder suffers
many collisions while drifting upwards in energy. 2 Baraff3

later formulated a more complete picture of the impact

J. Appl. Phys. 75 (1), 1 January 1994

ionization process by combining the salient features of the

Shockley I and Wolff a theories. Though BaratFs theory pro-
vides better agreement with realistic systems, it neverthe-

less fails to predict the impact ionization rate without re-

course to the use of adjustable parameters which can not be

reliably determined except through comparison to an ex-

periment. As a result, the Baraff theory cannot predict
from first principles the impact ionization rate.

In order to progress beyond the limitations imposed by

analytical theories, i.e., their reliance on such assumptions

as the effective mass and relaxation time approximations,

numerical theories of impact ionization have been pro-

posed. These theories *'6 are based on the numerical solu-
tion of the Boltzmann equation through the Monte Carlo

method and include full details of the band structures as

well as the phonon scattering rates at high energies. Al-

though the Monte Carlo method provides a rigorous de-
termination of the distribution function, most present ap-

proaches fail to provide a truly first principles calculation
of the impact ionization rate owing to their reliance on a

parametrized expression for the impact ionization transi-
tion rate, 7 called the Keldysh formula. The use of the

Kddysh formula, though universally accepted, is not to-

tally satisfactory since it is derived assuming parabolic en-

ergy bands, contains two parameters which must be deter-
mined empirically, fails to account for any possible wave

vector dependence (k dependence) of the rate, and is de-
termined to only first order in fthae dependent perturbation

theory. Owing to its reliance on empirically determined

parameters, the use of the Keldysh formula is limited to
studying only those materials for which the electron and

hole impact ionization rates have already been experimen-

tally determined. Therefore, a simulator which incorl x>-
rates the Keldysh formula is of limited usefulness when

investigating the behavior of materials and devices com-

prised of technologically immature materials systems for
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' which no reliable experimental data of the ionization rates
are available.

The first attempt to improve the impact ionization for-
mulation was provided by Kane. s In Kane's formulation

the pair cross section for the impact ionization transition
rate in bulk silicon is calculated using pseudopotentiai gen-

erated energy bands and wave functions. Kane compared
the transition rate calculated assuming momentum conser-
vat/on as well as a random k approximation in which mo-

mentum conservation is effectively ignored. Interestingly,
he found reasonable agreement in the calculated transition

rates averaged over energy in either approach. In other
words, if the transition rate is determined by averaging
over a suitable set of wave vectors (k vectors or k states)
for a given energy then the k dependence is effectively
averaged out. Nevertheless, the transition rate at any one
initial k state may be quite different from that at another k
state of comparable energy. More recently, Sano et al.9"1°
and Bude and Hess 11have investigated the threshold en-
ergy in silicon and GaAs. Their work indicates that the
threshold is highly k dependent and that the relative soft-

hess of the threshold originates from the k dependence of
the impact ionization transition rate.

New theories have examined the impact ionization
transition rate semiclassically ]! and with a more complete
quantum mechanical picture, t2-14 These works have

greatly improved the understanding of impact ionization
by demonstrating that the threshold energy is always rel-
atively soft owing to energy broadening effects from the
electron-phonon interaction. Bude and Hess I1 have shown,
using a Kane-like calculation, that the ionization rate does

not necessarily truncate the high energy tail until very high
energies are attained. In other words, some of the electrons

can survive to relatively high energies before undergoing
impact ionization, in contrast to a hard threshold model.

In this article, we calculate the impact ionization rate
in bulk silicon using a semiclassical model much like that
employed by Kane s and Bude and Hess I! but do not aver-

age the transition rate over the energy. Instead, we calcu-
late the electron impact ionization transition rate at differ-
ent k points for a mesh incorporated within the first

Brillouin zone. Our approach is similar to that employed
by Yoder et al. 14In their work, Yoder et al. 14 further in-

clude a formulation of the phonon scattering rate with the
same pseudopotentials used for calculating the band struc-
ture. However, Yoder et aL_4do not report either the ion-

ization transition rate or the overall impact ionization rate
calculated using their model, only the average electron en-
ergy as a function of electric field. As such it is difficult to

compare to their theory. The k-dependent impact ioniza-
tion transition rate mesh is included within an ensemble
Monte Carlo simulator !s'!6 which contains the full details
of the first two conduction bands in silicon. The calcula-

tions are compared to both experimental measurements as
well as other theoretical calculations. The details of the

transition rate calculation are reviewed in Sec. II along
with the salient features of the Monte Carlo model. Calcu-

lated results are presented in Sec. III and conclusions are
drawn in Sec. IV.

TABLE I. Material parameters for bulk silicon simulation (top) and

intervalley coupling constants and phonon energies (bottom)."

Parameter Value and units

Density"

Lattice constant'

Energy gap'

Dielectric constant (relative)"

Effective masses (relative)

L valley"

X valley _

Heavy hole b

Light hole b

Split-of hole b

Valley separation energies c

llXL

Axr

Acoustic deformation potential e

Optical phonon energy d

Sound velocity a

Longitudinal

Transverse

Phonon temperature

(K)

2.329 g/cm 3
5.43

!.12 eV

11.7

0.284

0.321

0.537

0.153

0.234

0.8 eV

2.3 eV

9.0 eV

0.063 eV

9.04X IOs cm/s

5.34× IOs cm/s

Deformation Scattering

potential (eV/cm) type

X-X

X.L

220 3 X IOT

550 2 X IOs

685 2 × IOs

140 5× IOT

215 8X I0'r

720 I.IX 109

672 2 X 108

634 2 X 108

480 2 X IOs

197 2 X IOs

"Reference 16. CReference 20.

bReference 17. dReference 18.

II. MODEL DESCRIPTION

The total impact ionization rate is calculated by in-
cluding a numerically determined semiclassical impact ion-
ization transition rate into an ensemble Monte Carlo
model. The carrier histories within the Monte Carlo sim-
ulator are traced in three dimensions in both real and k

space. The details of the Monte Carlo model employed in
this study have been exhaustively presented elsewhere. 1s'16
The full details of the band structure are included in the

Monte Carlo model, ls'16 The method by which phonon
scattering is accounted for is described below. The param-
eters used for the calculation of the scattering rate in sili-
con are presented in Table I and have been taken from
Refs. 17-19 as marked in Table I.

The important feature employed within the present
model is the use of a k-dependent impact ionization tran-
sition rate. The impact ionization process is treated as an
additional scattering mechanism in the Monte Carlo pro-
gram. The manner in which the transition rate is calculated
can be summarized as follows. The transition rate is cal-

culated assuming that a target electron is always available
in the valence band, the final states are always empty (non-
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degenerate conditions) and Fermi's golden rule applies

aS, 20

where dSf, as in Ref. 20, represents integration over all the
final states. The matrix element, M, is taken to be a

screened Coulomb interaction between two electrons and

can be expressed as

F (2)
M='_-V- lk:_ki[2 +_o '

where kl and k_ are the k vectors corresponding to the

incident electron both before and after the interaction, re-

spectively, and k2 and k_ represent the target electron k
vectors both before and after the collision. The quantities

I(k:,k_) and I(kz,k_), are overlap integrals and qo is the
static screening factor. Following the approach of Kidley, 2°

we assume qo to be the inverse Debye length.
The transition rate is evaluated numerically by inte-

grating Eq. (1) with Eq. (2) over the full Brillouin zone.
The overlap integrals used in the calculation are deter-
mined by diagonalizing a 15× 15 k-p Hamilton jan.21 The

parameters used within our k • p calculation are the same as
those reported in Ref. 21. The transition rate needed here

requires that its absolute magnitude be determined. As
such, the delta function must be properly normalized by

ensuring that its integration alone always yields one. The

overlap integrals in the matrix element are determined us-

ing k • p generated wave functions. The values of the over-

lap integrals obtained are in excellent agreement with those
determined by Burr et al. 22 The transition rate is deter-

mined for each mesh point within a finely spaced, 916

point k space grid spanning the reduced zone 4 of the first
Brillouin zone which is consistent with the grid spacing

used in Ref. 5 for determining the energy. Additional

points are also used for interpolation purposes raising the
total number of points at which the transition rate is cal-

culated to 1419. The transition rate is calculated for "both

the first and second conduction bands at each mesh point.

Several million final k points are sampled in order to en-

sure good convergence in the integration. The numerically

generated grid is used to determine the impact ionization
transition rate for the electrons as they drift through the

crystal. During the course of the simulation, after each
drift, the electron's energy is first checked to see if it ex-

ceeds or equals the energy gap. If the electron energy is less

than the energy gap, it cannot undergo an impact ioniza-

tion event and the ionization transition rate is simply zero

for that electron. The probability that the electron scatters
is then found in the usual manner. 4'5When an electron has

energy equal to or greater than the energy gap, the ioniza-
tion transition rate is determined from use of the k space

grid. The electron is located by its k vector within some
subvolume of the k space grid. If the ionization transition

rate is nonzero for all of the mesh points surrounding the

given k vector then the transition rate for that particular
electron is determined by interpolating linearly between
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FIG. 1. Calculated interband impact ionization transition rate within the

first conduction band in bulk silicon as a function of k, and ky at fix_ .k,.

k, is held fixed at 0.0. Those points in the diagram which have a transmon
rate corresponding to the minimum of the y axis wade have no threshold

and hence have a zero rate. Owing to the logarithm scale used in the

figure, we have chosen to represent these points as having a minimum

transition rate for convenience.

the values at each mesh point. If one or more of the mesh

point values of the transition rate is zero, then the transi-
tion rate for the desired k vector is chosen equal to that of

the nearest k point. The impact ionization transition rate

determined in this manner is then added to the total pho-

non scattering rate corresponding to the energy of the elec-

tron. As in standard Monte Carlo algorithms, a random

number is thrown to determine if the carrier is scattered.

Given that a carrier has scattered, another random number

is chosen to determine the particular event that occurs out

of all of the possible events, phonon scatterings, and impact

ionization.
The calculated interband impact ionization transition

rate for the first and second conduction bands of silicon as

a function of k_ and ky holding ks fixed at 0.0 is presented

in Figs. 1 and 2. As can be seen from these figures, the
transition rate is substantially higher for electrons origi-

nally confined within the second conduction band than the
first conduction band. The maximum transition rate over-

all is larger than 10 t3 l/s but less than 1014 1/s for the k

0" I0 _"

l0 'b. 10"
10 10"

I_ IP.ale (115)

lu" I_

__,,..,

107 I0"

OI 0.6

Kx 0.4 _0.2

• 0

FIG. 2. Calculated interband impact ionization transition rate within the

second conduction band in bulk silicon as a function of k= and k_ at fixed

kz. k, is held fixed at 0.0. Those points in the diagram which have a

transition rate corresponding to the minimum of the y axis scale have no

threshold and hence have a zero rate. Owing to the logarithm scale used

in the figure, we have chosen to represent these points as having a mini-

mum transition rate for convenience.
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FIG. 3. Calculated electron-phonon scatteringrate in bulk siliconas a

function ofelectronenergy. The scatteringrateiscalculatedincludingthe

firsttwo conduction bands. The low energy scatteringrateisdetermined

using Fermi's golden ruleand the parameters listedin Table I.The high

energy scatteringrateisdirectlyproportionalto the finaldensityof states.

The two peaks which appear in the diagram are due to peaks in the
density of states of the first two conduction bands.

points considered here. Notice that the transition rate for
electrons confined within the first conduction band does

not exceed 1013 l/s and is typically much less than 10 t3

1/s. This is apparently in agreement with Bude and Hess I1

who found that the transition rate is substantially lower

than the corresponding phonon scattering rate in general.
During the course of the Monte Carlo simulation, the

electrons can move between the two conduction bands only

as a result of a scattering event; interband tunneling tran-

sitions are not included in the simulation. The manner by

which the carriers change bands can be explained as fol-

lows. An array of possible k states in each band, ordered by
increasing energy, is first generated. Each array element

contains the k vector, energy, and band index of the state.

After a phonon scattering event, the final state is selected

stochastically from the sorted array in accordance with the

physics of the particular scattering mechanism present.

Typically, at high electron energies, the phonon scattering
events are predominately deformation potential scatter-
ings. For simplicity, it is assumed here that the deforma-

tion potential scatterings have no angular dependence

which is the standard assumption. More refined theories of

deformation potential scattering 14 indicate that they might

show some angular dependence. The high energy phonon
scattering rates, in our calculation, are taken then to be

proportional to the total density of final states, including
both conduction bands. !! Therefore, an electron originally
confined within band 1 can be scattered into band 2 if band

2 overlaps band 1 at an energy corresponding to the final

state energy. In this way, interband transitions can be au-

tomatically accounted for in the simulation.

The total phonon scattering rate as a function of elec-
tron energy is plotted in Fig. 3. The low energy scattering

rate is calculated from Fermi's golden rule using the pa-

rameters specified in Table I. The scattering mechanisms
included and their formulations were taken from Re£ 23.

At high carrier energies, the phonon scattering rate is as-

.g
v-

|
e.

m

I01

I0'

I0 )

2.0xlO 4

" " " _? " ? " ? 1 --

l.$xlO'* LOxlO "t 3.$x I0"* 4.0x I 0"

I/Electric Field (cm/V)

FIG. 4. Calculated and experimental results for the electron impact ion-

ization rate in bulk silicon plotted as a function of inverse electric field.

Calculations of the ionization rate including the Keldysh formula as well

as the k-dependent model are presented.

sumed, as stated above, to be dominated by deformation

potential scattering. The scattering rate at these energies is

determined by directly integrating over the final density of
states calculated from the numerically generated band

structure including collision broadening. Collision broad-

ening of the final state is treated following the approach of
Ref. 24. A single deformation potential constant is selected

in order to match the scattering rate calculated from Fer-

mi's golden rule at 0.4 eV. Subsequent calculations of the

steady-state drift velocity show good agreement with the

experimental saturation carrier drift velocity in bulk

silicon. 25 Inspection of Fig. 3 shows that the phonon scat-

tering rate exceeds 10 t4 1/s. Comparison of the phonon

scattering rate and the impact ionization transition rate
shows that for most points within the reduced zone, the

phonon scattering rate is substantially higher than the im-
pact ionization rate.

III. CALCULATED RESULTS

The calculated impact ionization rate using the k de-

pendent formulation as a function of inverse applied elec-

tric field is plotted in Fig. 4 along with the experimental
measurements of Overstraeten et a1.,26 Grant 27and Woods

et aL 2s Although other experimental data exist, these data

comprise a representative set and bracket the range of ex-

perimental measurements. As can be seen from Fig. 4, the

k dependent calculations match best to the low range of the

experimental data, those of Woods et al 2s throughout the

range of applied electric field strengths considered here.
Additional calculations using the Keldysh formulation for

the impact ionization transition rate within the otherwise

identical Monte Carlo model are included for comparison.

The calculations using the Keldysh formula, with the par-
ticular choice ofp and Eth chosen here, show better agree-

ment with the higher range of experimental measurements,

those corresponding to Grant, 27 particularly at lower elec-

tric field strengths. The choice of p and Eth used in the

Keldysh formula are 0.01 and 1.13 eV, respectively. The

value of 0.01 for p is in the range of values which typically
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FIG.5.Calculatedaverageelectronenergyasafunctionofappliedelec-
tricfieldwithinthek-dependentand Keldyshformulamodels.At low
electricfields,bothmodelspredictexactlythesameaverageenergyas

expectedsinceno ionizationeventsoccurandthereisno differencebe-
tweenthetwomethods.Asthefieldstrengthincreases,theaverageenergy
issomewhatlowerintheKeldyshformulamodelthaninthek-dependent
model.ThisisduetothefactthatintheKeldyshmodelthetransitionrate

ispreciselythesameforcarriersofthesameenergyindependentoftheir
k vectororbandindex.Subsequently,moreelectronsionizefromwithin
thelowerenergy,firstconductionbandthanfromthesecondconduction
band.Incontrast,withinthek-dependentmodel,theelectronionization
rateissignificantlygreaterforelectronswithinthesecondconduction
bandthanthefirstconductionband.Hence,thecarrierssurvivetohigher
energiesbeforeionizing.The effectisnotdramatichowever,sincethe
relativenumberofionizationeventsisnotlarge.Nevertheless,someofthe

overalltrendisapparent.

correspond to a soft threshold condition. It should be
noted that the Keldysh formula calculations could be fitted

to the lower ionization rate data just as easily by changing

the parameters p and Eth- Little new information about the
nature of the threshold, i.e., softness or hardness, would be

obtained by doing this however since the parameters would

change relatively very little. Therefore, we have chosen the

results reported here just to illustrate the order of magni-

tude of p that the Keldysh formula predicts within this

specificMonte Carlo model.
The averageenergy of the electronsas a functionof

appliedelectricfieldforboth models isplottedinFig.5.As
can be seen from the figure,the average energy of the

electronsisquitehigh increasingto almost 1.6 eV at an

appliedfieldof500 kV/cm. This impliesthatthe threshold

isexceedinglysoft,inthatmany ofthe electronssurviveto

energieswell above the band gap energy before impact

ionizing,ingood agreement with the recentwork of Bude

and Hess.11As discussedby Bude and Hess,u therelatively

weak ionizationtransitionratefailstotruncatethe electron

distributionfunction at energiesnear the band gap (as

would be the casein a hard thresholdprocess)leadingto

very high averagecarriertemperatures.
We have alsoinvestigatedthe effectofthe second con-

ductionband on the impact ionizationrateinbulk silicon.

The percentageof ionizationevents per band at various

appliedelectricfieldstrengthsisplottedinFigs.6 and 7 for

thek dependent and Keldysh formula models,respectively.

InspectionofFig. 6 clearlyshows thatmost ofthe impact
ionizationevents originatefrom the second conduction

J. Appl.Phys.,Vol. 75, No. 1, 1 January1994

FIG. 6. Histogram showing the percentage of electron ionization events
originating from the first and second conduction bands as a function of
applied electric field within the k-dependent model. Notice that the vast
majority of events originatefrom the second conduction band even at low
applied electric fields.

band in the k-dependent model even at low applied electric

field strengths. This is apparently due to the fact that the

transition rate is significantly higher in the second band

than the first band as is seen from Figs. I and 2. Therefore,

in the k-dependent model, most of the ionization events

occur only after an electron has transferred into the second

conduction band which occurs predominately at high elec-

tron energies. As a result, the average energy of the elec-

trons is necessarily quite high. As the electric field strength

increases, the percentage of events within the second band

increases as well. This behavior is as expected since at

higher electric fields and hence, higher carrier energies the
electrons will transfer more readily to the second conduc-

tion band.
Figure 7 shows the percentage of electron ionization

events originating from the first and second conduction

SS
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333 400
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FIE;.7. Histogram showing the percentage of electron ionization events
originating from the first and second conduction bands as a function of
appliedelectric field based on the Keldysh formula model. At low applied
electric fields, most of the ionization events originate from the first con-
duction band in contrast to the k.dependent model.
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bands in the Keldysh formula model. In contrast to the

k-dependent model, most of the ionization events originate
from the first conduction band at low applied electric field

strengths. In the Keldysh formula model, all states of the

same energy have precisely the same ionization transition
rate and no distinction is made between states in the first

and second conduction bands. The electrons have the same

probability at a given energy of ionizing from the first con-
duction band as from the second conduction band in the

Keldysh model while in the k-dependent model, impact
ionization is far more likely for electrons within the second

conduction band than the first even for the same energy.

Therefore, it is not surprising that the Keldysh model pre-
dicts that more events will occur from the first conduction

band than the second at lower fields. Additionally, one

would expect that the average electron energies would be

predicted to be smaller based on the Keldysh formula

model than the k-dependent model once impact ionization

has begun. Inspection of Fig. 5 shows that the average

electron energy between the two models is the same at low

applied electric field strengths where no ionization occurs
but it is somewhat lower in the Keldysh model than the

k-dependent model at higher electric fields. The observed

difference at high fields is not dramatic due to the fact that
the number of ionization events is relatively small overall.

Hence, the ionization rate does not drastically change the

average electron energies. Nevertheless, some overall trend

is present.
An energy dependent rate can be derived from the

k-dependent rate in a manner analogous to that done by
Kane. s An additional integration over the initiating elec-

tron k-vector space, Si, is performed following Kane e as

1 3

(3)

where the sum is performed over the first two conduction

bands, n is the band index, and E I is the initiating electron

energy. The value for W(E) needs, in addition, to be nor-

realized by the density of states at the energy E as was done
by Kane. s This has been done here as well. It is interesting

to compare W(E) to the energy-dependent rate specified

by the Keldysh formula. W(E) and the Keldysh rate are

plotted as a function of initiating electron energy in Fig. 8.
The curve for W(E) in Fig. $ has been purposely
"smoothed" in order to more clearly show its shape and

facilitate comparison with the result from the Keldysh for-
mula. As stated above, from Figs. 6 and 7, more ionization

events occur from carriers initially within the second con-

duction band using the k-dependent model than the

Keldysh model. Therefore, one would expect that the tran-

sition rate would be greater at higher energy for W(E)

than for the Keldysh formula. This is clearly indicated in

Fig. 8; the impact ionization transition rate calculated by

averaging over the k-dependent rate, W(E), is higher at

higher energy and lower at lower energy than that calcu-

lated using the Keldysh formula.
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FIG. 8. Calculated impact ionization transition rates as a function of

electron energy measured from the conduction band minimum using the

k-dependent and Keldysh models. The energy dependent transition rate is

determined by performing a further integration of the k-dependent rate as
described in the text.

IV. CONCLUSIONS

In this article we have presented calculations of the

electron interband impact ionization rate calcuLated using

a k-dependent semiclassical formulation of the transition

rate. Fermi's golden rule is used to determine the transition

rate from a two-body screened Coulomb interaction as-

suming energy and momentum conservation. The transi-
tion rate is calculated by numerically integrating over sev-

eral million final states distributed within the first Brillouin
zone. The transition rate is determined at each of 916 mesh

points within the reduced zone forming a finely spaced

k-space grid spanning both the first two conduction bands
of silicon. It is found that the transition rate depends

strongly on the initiating electron k vector and that the

transition rate is greater for electrons originating within
the second conduction band than the first conduction band

in bulk silicon. An ensemble Monte Carlo simulation,

which includes the numerically determined ionization
transition rate as well as the full details of the first two

conduction bands, is used to calculate the total impact

ionizationrate in bulk silicon.Good agreement between

the k-dependent model and the experimentalmeasure-
meritsof Woods etaL2sisattained.

The important resultofthiswork isthatthe calcula-

tionsbased on the k-dependent model show that the ion-
izationratein siliconisbest modeled as a softthreshold

process.Owing tothe factthatthe transitionrateissignif-

icantlylower than the phonon scatteringrateand thatthe

transitionrate isgreatestwflhin the second conduction

band, the electronsdriftto high energies,on average,be-

foreundergoing an impact ionizationevent.As a result,the

averageenergyoftheelectronsisquitehigh atelectricfield

strengthsforwhich impact ionizationcan occur.The ion-

izationratefailsto truncate the electrondistributionat

energiesnear the band gap or thresholdenergy.These re-

sultsare qualitativelyin excellentagreement with those

reportedby Bude and Hess.n Recent experimentalwork of

CartieretaL"9usingthe X-ray photoemissionspectroscopy
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(XPS) technique indicates that the ionization rate may
have multiple ranges of behavior and that the higher range

experimental data of Grant 2_ may be most accurate. Al-
though our model predicts a significantly lower ionization

rate than that of Grant, 27 we believe that this may be due

principally to the failure of the semiclassical approach. A
more complete theory including quantum mechanical ef-

fects, details of the scattering rates, and band structures at

high energies is probably a more appropriate approach for

predicting impact ionization rates. We are currently pur-

suing such a model.
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:_ -! impact ionization rate in bulk GaAs "
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_,,!i :' ;Ensemble Monte Carlo calculations of the electron interband impact ionization rate in buik GaAs
' are presented using a wave-vector (k)-dependent formulation of the ionization transition rate. The

_.;
...:.7.., transition rate is evaluated through use of numerically generated wavefunctions determined via a
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k.p calculation within the first two conduction bands at numerous points within a finely spaced

three-dimensional grid in k space. The transition rate is determined to be greatest for states within
the second conduction band. It is found that the interband impact ionization transition rate in bulk

GaAs is best characterized as having an exceedingly "soft" threshold energy. As a consequence, the

dead space, defined as the distance over which the ionization probability for a given carrier is
assumed to be zero, is estimated to bemuch larger than that estimated using a "harder" threshold.

These results have importance in the design of multiquantum-weil avalanche photodiodes.

I. INTRODUCTION

The probability that an interband impact ionization event

will occur depends upon the likelihood that a carrier will first

drift to an energy equal to or greater than the band-gap en-
ergy, often referred to as the threshold energy, and then suffer

an impact ionization event•before phonon scattering pro-

cesses relax it back to an energy below threshold. Most of

the early analytical theories of interband impact ionization t'_

concerned themselves with determining the probability that a
carrier survives to threshold assuming that it would ionize

immediately afterward. Such theories are said to assume a

"'hard threshold" for interband impact ionization.
The hard threshold model was not limited to the early

analytical theories. More advanced theories 3'4 were formu-

lated using a hard threshold model for interband impact ion-
ization; however, more recent numerical studies _'6 as well as

analytical theories 7's have called this assumption into ques-

tion. Interestingly, in most of the numerical theories em-

ployed in the past the calculated impact ionization rates often

agree well with experimental results for some semiconductor
materials using either a hard or "soft" threshold model. 9 This

is due to the fact that most numerical formulations rely on a

parameterized expression, called the Keldysh formula, ]° to

describe the impact ionization transition rate. The Keldysh

formula contains two parameters, P and Eth, which are very

difficult to determine from first principles. Eth corresponds to

the threshold energy for impact ionization while P is some
measure of how strong the impact ionization transition rate is

for carriers with energies greater than Eth. A small value of

P then corresponds to a soft threshold since the transition

rate is relatively small near the threshold and increases only

slowly thereafter. In contrast, a hard threshold is character-

ized by a large value of P. Typically, both P and Eth are
selected such that the calculated impact ionization rate is in

agreement with experimental measurements. As such, more
than one set of parameters can often reproduce the same
ionization rate in a given material. Tang and Hess 9 have

shown that the calculated impact ionization rate in bulk sill-

974 J. Appl. Phys. 76 (2), 15 July 1994

con, based on an ensemble Monte Carlo model including th

Keldysh formula, agrees well with existing experiment_

data using either a soft or hard threshold model.
Kane t_ made the first attempt to improve the impact ion

ization transition rate formulation by directly evaluating th

pair cross section using" pseudopotential-generated energ
bands and wave functions "for bulk silicon. In his formula

tion, Kane calculated the transition rate for different way

vector (k vector) states of comparable energy and average,

these rates to determine an energy dependent transition ratf

More recently, Sano et aL _'_ and Bude and Hess 5 have in

vestigated the threshold energy in silicon and GaAs usin

numerical techniques. Their work indicates that the threshol

is highly k dependent and that the relative softness of th

threshold originates from the k dependence of the impa_
ionization transition rate.

New theories of interband impact ionization have bee

presented which treat the problem either semiclassically s,_

or quantum mechanically._S-! 7. The quantum-mechanic_
works have demonstrated that the threshold energy is alway

relatively soft owing to energy broadening effects arisin

from the electron-phonon interaction. In the quantum
mechanical formulations, a Lorentzian is substituted in plac

of the energy conserving delta function which leads to

broadening of the threshold state-itself. Bude an
co-workers _ have demonstrated that through inclusion c

quantum-mechanical broadening, a threshold state cann¢
rigdrously be defined since the Lorentzian does not deman,

strict energy conservation over short time scales. As a resui*

a carrier can impact ionize even if its energy is less than th

energy gap. Energy broadening acts then to inflate the impa¢
ionization rate near threshold.

Similarly, even the semiclassical models predict that th
ionization transition rate in bulk silicon is relatively 1o,_

leading to a soft thresholdlike behavior. Owing to the fac
that the ionization transition rate is calculated to be signifi

cantly lower than the competing phonon scattering rate, thes

models predict that the electrons drift to high energies, o

average, before suffering an impact ionization event. As

0021-8979/94/76(2)/974/8/$(_.00 , ." ¢) 1994 Amedcan Institute of Physic



result, the average energy of the electrons is expected to be

quite high at high-electric-field strengths in contrast to what

is predicted using a hard threshold model. Recent experimen-

tal measurements using x-ray photoemission spectroscopy
(XPS) Is indicate that the threshold for interband impact ion-

ization in bulk silicon is exceedingly soft. _ese results fur-

ther indicate that the ionization rate may have multiple

ranges of behavior which is consistent with theoretical

predictions s'14 that the second band dominates the impact

ionization process in bulk silicon.
Aside from the obvious tmportance of improving the un-

derstanding of interb=/fid impact ionization, knowledge of the

nature of the threshold energy in different materials is useful

in modeling advanced avalanche photodiode (APD) designs

which utilize heterostmctures and multiple quantum wells to

enhance the elei:tron ioniza!i0n rate. t9-22 In these devices the

presence of the conduction-band-edge discontinuity formed
at the heterostructure interface provides a kinetic energy

boost to electrons injected into the narrow-band-gap layers
from the wide-band-gap:materials. The larger the con-

duction-band-edge discontinuity' is, the greater relative effect
it has on the electron ionization rate. This depends though

upon how soft the threshold is. If the threshold is relatively

hard, the conduction-band-edge discontinuity can greatly in-

fluence the ionization rate by providing sufficient.energy to

promote the electron from below threshold to above thresh-
old. On the other hand, if the threshold is exceedingly soft,

the presence of the conduction-band-edge discontinuity may
not have as much of an effect since most of the carriers must

attain very high energies before impact ionizing. As a result,

the discontinuity may c0ntribute'relatively little to the over-

all heating of the electron distribution.

Since interband impact ionization is a threshold process,

a carrier launched near the band edge, either initially or after

suffering an ionization event, must drift for some time to

acquire sufficient kinetic energy in order to impact ionize.
The ionization probability then is.necessarily equal to zero

for some distance for both the generated carrier and the ini-

tiating carrier immediately following an ionization event.

The distance over which the ionization probability is as-

sumed to be zero following launching from the band edge is

often referred to as the dead space. The dead space can be of

importance in multiquantum-well structures since if the well

widths are much smaller than the dead space distance, then

the 'ionization rate may be appreciably reduced, leading to
little enhancement• Recently, the electron and hole ionization

coefficients were measured in a series of GaAs/AIGaAs mul-

tiple quantum wells with varying well and barrier widths. _ It
was found that in the narrow well width structures (<100 _)

there was virtually no enhancement of the experimentally
measured electron to hole ionization rates ratio, while in

wider well structures there was a significant increase in the

ionization rates ratio. These "results may be related to the

dead space in the ionization process.

In this article we present detailed calculations of the
electron-initiated impact ionization rate in bulk GaAs using a

semiclassical formulation of the interband impact ionization

transition rate. The transition rate is determined using Fer-

mi's golden rule from a two-body screened Coulomb inter-

J. Appl. Phys., Vol. 76, No. 2, 15 July 1994

action assuming both energy and momentum conservation
for the first two conduction bands of GaAs. These results are

then incorporated into an ensemble Monte Carlo simulator to

calculate the total impact ionization rate as a function of

applied electric field in bulk GaAs. Aside from the ionization

transition rate and the total impact ionization rate, the dead
space for electr0n-initiated impact ionization is also calcu-

lated and compared to results based on a relatively hard
threshold model• The implications of an exceedingly soft

threshold for impact ionization in GaAs are discussed in re-

lation to multiquantum-well, devices. The details of the
model are summarized in See. II. The calculated results are

presented in See. III while conclusions are drawn in Sec. IV.

II. MODEL DESCRIPTION

The deta!Is "of the model have been exhaustively re-

viewed in a previous work.14 Nevertheless, for completeness,
the salient features of our model are briefly outlined here.

The total impact ionization rate is determined using an en-
semble Monte Carlo simulation which includes the full de'

tails of the first two conduction bands of GaAs and the nu-

merically generated semiclassical impact ionization transi-
tion rate. The Monte Carlo simulator used in the calculations

is based on the original work of Shichijo and Hess, 24with the

improved phonon scattering technique of Chang et al. zs and

the improved band-structure interpolation technique of Fis-
chetti and Laux. 26The material parameters used in the simu-
lation are taken from Refs. 27 and 28. The estimators used in

the simulation are discussed at length in Ref. 28.

The high-energy scattering rate is assumed to be domi-

nated by deformation potential scattering. The deformation

potential scattering rate is calculated using a full order time-

dependent perturbation theory expansion assuming that the

deformation potential is a constant, independent of energy. _

Although the assumption of a constant deformation potential

may not be strictly valid, 17 it is standard and commonly used.

The' deformation potential scattering is determined by direct

integration over the numerically generated density of states

for both bands. At the points in k space at which both bands

overlap, the deformation potential scattering depends, of

course, on the density of states within both bands. During the
course of the Monte Carlo simulation, the electrons can

transfer then from one band to the other through the action of

the deformation potential scattering•

Impact ionization is incorporated into the Monte Carlo

model using the semiclassical, wave-vector (k)-dependent

transition rate given by Ridley. 29 The matrix element is as-
sumed to be a screened Coulomb interaction between two

electrons. 14 The transition rate is evaluated numerically by

integrating o',;;er the full Brillouin zone. Several million pos-

sible final states are sampled for each integration to ensure

convergence and accuracy. The overlap integrals present in
the matrix element are determined by diagonalizing a 15X 15

k.p Hamiltonian. 3° The values of the overlap integrals match

closely to those presented by Burt et al. 31 The transition rate

is'determined for each mesh point within a finely spaced, 916

point, k-space grid spanning the reduced zone 24 of the first

Briliouin zone. Additional points are also used for interpola-

tion purposes raising the total number of mesh points at
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FIG. 1. Calculated inlerband impact ionization transition rate for the first .. 0

conduction band of bulk GaAs within the reduced zone of the firstBrillouin

zone•The ionizationtransitionrat_isplottedvs k, and k_,holding k, fixedat

0.0. Those points which arc shown to have a transitionrateequal to the

minimum of the verticalaxisscalehave no thresholdand hence have a zero

transitionrate.Owing to the logarithmicscale used in the figure,these

pointsare representedas having a rain!mum transitionrateforconvenience.

which thetransitionrateiscalculatedto1419.The transition

rateisdeterminedfor both conductionbands ateach of the

mesh points.The mesh employed forthe impact ionization
transitionrateisthesame asthatfortheenergyinterpolation

used (luringthe courseof the Monte Carlo simulation.26

The instantaneouselectron-impactionizationtransition

rateisdeterminedboth from itsenergy and k vector.When

the simulatedelectron'senergy islessthan theenergyband

gap,the electroncannotimpactionizeand itsflightisdeter-
mined in the usual manner.32When thesimulatedelectron

driftstoan energygreaterthan or equal tothe energyband

gap, itsionizationtransitionrateisdeterminedusing the k

spacemesh.The eightmesh pointsnearesttothecomponents

of the simulatedelectron'sk vectorare firstdetermined.If

the ionizationtransitionrateisnonzero for allof the eight

mesh points then the transition rate of the simulated electron
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FIG. 2. Calculated interband impact ionization transition rate for the second

conduction band of bulk GaAs within the reduced zone of the first Brillouin

zone. The ionization transilion._te is plotted vs k, and ky holding k= fixed at

O.0. Those points which are shown, to have. a transition rate equal to the

m,mmum of the verlical axis scale have no threshold 'and hence have a _ro

transition rate. Owing-to tb.e logarithmic sc/de i_sed in the figure, these

points are represented as having a minimum transition rate for convenience.
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FIG. 3. Total calculated electron phonon scattering rate used in the so:

threshold and hard threshold simulations. The high-c.neraY scattering rate f(

the soft threshold case is matched at 0.5 eV with the phonon scaUcring ral

calculated from Fcrmi's golden rule, while the rate for the hard threshol

case is matched at 0.8 eV.

is determined by linearly, interpolating between the values r

each mesh point. If one or more of the mesh point values i

zero, then the transition rate for the simulated electron i

chosen equal to that of the nearest k point: The impact ior
ization transition rate determined in this manner is the

added to the total phonon scattering rate corresponding to tL

energy of the simulated electron. Ks in standard Monte Carl

algorithms, a random number is thrown to determine if tl_
carrier is scattered. Given that the carrier scatters, a secor

random number is generated to determine the particul;

event that occurs out of all the possible events at that ener_

and k vector. • '
The calculated interband impact ionization transition ra

for the first two conduction bands of bulk GaAs as a functi{

of k_ and ky holding k, fixed at 0.0 within the reduced zo_
is presented ,:nFigs. I and 2. As can be seen from compa]
son of these two figures, the transition rate is significant

greater in the second conduction band than in-the first. Tl
maximum transition rate in either band is only slight

greater than 10 t3 s -t, significantly less than the competi_

phonon scattering rate at these energies. The probability th
an ionization event will occur at any given time, relative to

competing phonon scattering event, is then quite small. As
resblt, an electron can drift for some time to very high ener1

before suffering an impact ionization event.

III. CALCULATED RESULTS ....

At high cartier energies ,the phonon scattering rate

assumed, as stated above, tobe dominated by deformati_

potential scattering. The scattering rate at these energies
determined by directly integrating over the final densi
states calculated from the numerically generated band stru

ture including collision I_roadening. A single deformation p
tential constant is selected in order to match the scatteri:

• Y. Wang and K. E Brenn
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FIG. 4. Calculated impacl ionization transition rates as a function of elec-

tron energy measured from the conduction-band minimum using Ihc

k-dependent and Keldysh formula with two differcnl sets of P and E=h• The

energy-dependent rate for the k-dependent rate is calculated by performing a

further integration of the k-depcndenl rate.

rate calculated from Ferret's golden rule at a specific energy.

Since the impact ionization coefficients are very sensitive to

the total scattering rate, a small change in the total scattering

rate will lead to a dramatic change in the impact ionization

coefficients• Figure 3 shows the total electron phonon scat-

tering rates with the deformation potential scattering rate

matched to the scattering rate calculated from Fermi's golden
rule at 0.5 and 0.8 eV, respectively. As is discussed later, the

lower scattering rate, that matched at 0.5 eV, results in a

softer threshold for the impact ionization process, while the

higher scattering rate, that matched at 0.8 eV, results in a
harder Ihreshold. It should be noted that there is some arbi-
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E,h= 1.85 eV, and the Keldysh formula model with P=0.2 and E,h=l.42 eV.

The cxpcrimental rcsults arc laken from Bulman c/al. (RcL 33).
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trariness in the total scattering rate since the deformation

potentials are not fully known as a function of energy. Typi-

cally, the scattering rate is adjusted such that the calculated
carrier drift velocities agree with the experimental measure-

ments; however, the drift velocity is less sensitive to the

scattering rate than the impact ionization coefficients. In
these calculations, both sets of scattering rates show good

agreement with the experimental saturation carrier drift ve-

locity within the error tolerance of the Monte Carlo tech-

nique. Therefore, either total scattering rate is plausible.
An energy-dependent impact ionization transition rate

can also be derived from the k-dependent rate by performing

an additional integration over the initiating electron k-vector

space, normalized by the density of states. The result is plot-
ted as a function of initiating electron energy in Fig. 4, along

with the rates using the Keldysh formula with two sets of P

and Eth; P=0.02 and Eth=l.85 eV, as well as P=0.2 and

Eth=l.42 eV. Multiple sets of P and Eth may be found by

fitting the calculated impact ionization coefficients to the ex-

periment. The first set of values of P =0.02 and Eth = 1.85 eV
is chosen so as to match the Keldysh rate as close as possible

to the energy-dependent rate derived from the k-dependent
rate. The value of 0.02 for P is in the range of values which

typically corresponds to a soft threshold condition. Another

set of parameters for the Keldysh formula, P=0.2 and
Eth = 1.42 eV, is chosen to compare the difference betw6en

the hard and soft threshold models.

The impact ionization coefficients calculated using the

k-dependent impact ionization transition rate, the Keldysh
formula with P=0.02 and Eth=l.85 eV, and the Keldysh

formula with P =0.2 and Eth = 1.42 eV along with the experi-

mental measurements of Bulman et aL 33 are plotted in Fig. 5

at an electric-field direction of [100]. The lower total scatter-

ing rate as shown in Fig. 3 is used in the calculations of both

the k-dependent model and the Keldysh formula with

P=0.02 and Eth=l.85 eV. In the case of the Keldysh for-
mula with P=0.2 and Eth = 1.42 eV the higher total scatter-

ing rate must be used due to the higher impact ionization
transition rate and the harder threshold present in this case in

order to agree with the experimental results. As can be seen

from Fig. 5, the k-dependent calculations match the experi-

ment fairly well throughout the range of applied electric-field

strengths plotted here. This is excellent considering there is

no adjustable parameter used in the model for the impact
ionization transition rate. The only ambiguity in this case

appears in the scattering rate. The calculated results using the

Keldysh formula for" the impact ionization transition rate,
within the otherwise identical Monte Carlo model, are in-

cluded for comparison. With two adjustable parameters, P

and Eth it is possible to have better agreement with the ex-

periments than the k-dependent model, as shown here for the
case of P=0.02 and Eth=l.85 eV. The results calculated us-

ing the k-dependent model are closer to the results calculated

by the Keldysh formula with a softer threshold as expected,
since the k-dependent model also has effectively a very soft

threshold.
The effect of the second conduction band on the impact

ionization coefficients in bulk GaAs for all three impact ion-

ization transition rate models has also been investigated. Fig-

978 J. Appl.Phys., Vol. 76, No. 2, 15 July1994

ure 6(a) shows the percentage of electron ionization events

originating from the first and second conduction bands

within the k-dependent model. Nearly 100% of the impact

ionization events originate from the second conduction band

due to the fact that the impact ionization transition rate is

much higher in the second conduction band. The percentage
of electron ionization events originating from the first and

second conduction bands for both Keldysh formula models

are plotted in Figs. 6(b) and 6(c). In contrast to the

k-dependent model, more ionization events originated from
the first conduction band in both cases. This can be under-

stood since in the Keldysh formula, the impact ionization

transition rate is isotropic and no distinction is made between
states in the first and second conduction bands. Therefore,

the electrons have the same ionization probability at a given

energy from the first conduction band as from the second

conduction band in the Keldysh formula model, while in the

k-dependent model the ionization probability is typically

higher in the second conduction band than the first conduc-
tion band even at the same energy. Hence, it is not surprising

that the Keldysh formula model predicts that more events
will occur from the first conduction band than the

k-dependent model does. As the threshold becomes lower

and harder, more ionization events occur in the first conduc-
tion band. Therefore, the Keldysh formula model will predict

very different physical results if a different set of P and Eth
is used. :

It is interesting to examine the impact ionization coeffi-

cients along different applied electric-field directions. The

directional dependence of the impact ionization transition

rate is incorporated naturally in the k-dependent formulation.
Calculations of the electron-impact ionization coefficient at

different applied electric field directions of [100], [110], and

[111] show no field directional dependence of the impact
ionization coefficients even with the k-dependent impact ion-

ization ti'ansition rate. These results agree with previous cal-

culations by Brennan and Hess 34 using the Keldysh formula

and the calculations reported here using both Keidysh for-
mula models. As shown in Fig. 6(a), almost all the impact

ionization events originate from the second conduction band

using the k-dependent formulation. Since the impact ioniza-
tion transition rate in the second conduction band, shown in

Fig. 2, is higher and more uniform than the rate in the first
conduction band, little electric-field directional dependence

of the electron-impact ionization coefficients is expected.

The electron number density functions, defined here as

the product of the electron density of states function and the
electron distribution function, are plotted in Figs. 7(a)-7(c)

for all three models at an applied electric field of 250 kV/cm.

The number density functions at the applied electric field of

500 kV/cm for all three models are presented in Figures
8(a)-8(c). Both the k-dependent model and the Keldysh for-
mula model with the softer threshold predict similar electron

distributions. The second peak in the distributions at an elec-
tric field of 500 kV/cm for the k-dependent model and the

Keldysh formula with softer threshold indicate many elec-

trons occupy the second conduction band at high applied
electric fields. In the Keldysh formula model with the harder

threshold, the distribution is much cooler. In this case, fewer

¥. Wang and K. F. Brennan
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ionization occurs at the applied electric field of 333 kV/cm based on the

k-dependent model. The dead space can be estimated by the distance mea-
sured from zero to the first ionization event• In this case, this distance is

_90.0 nm. Notice that the average energy at which an impact ionization

event occurs is quite high, always greater than 2 eV and in many cases
closer to 3-4 eV. (b) Scatter plot of electron energy and the location at

which impact ionization occurs at the applied electric field of 333 kV/cm

based on the Keldysh formula model with P=0.O2, Eel= 1.85 eV. As in the

k-dependent case, the average energy at which an impact ionization event

occurs is relatively high and the dead space is relatively long• (c) Scatter

plot of electron energy and the location at which impact ionization occurs at

the applied electric field of 333 kV/cm based on the Keldysh formula model
with P=0.2, E,.--1.42 eV. Notice that the average energy at which an im-

pact ionization event occurs is relatively low. Many ionizations occur st

energies less than 2 eV and few carders survive to energies much greater
than 2 eV. Notice also that the dead space is predicted to be much less than

in the k-dependent model. In this case, the dead space is _50.0 nm almost

half of that predicted for the k-dependent model•
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electrons survive to high energies. This is, of course, due to

the fact that in the hard threshold model, once a carrier at-

tains threshold it is highly likely to suffer an impact ioniza-

tion event. As a result, few carriers drift to energies signifi-

cantly higher than the threshold.
The electron energies and l_ositions at which impact ion-

izations occur are plotted in Figs. 9(a)-9(c) for all three

models at the applied electric field of 333 kV/cm. Each dot

in the figures represents an impact ionization event that oc-
cured at energy E and distance D from launch. The electrons
are all htunchcd initially from zero energy. From inspection

of the figures, the electron-impact ionization dead space can
be estimated at each specific applied electric field. Notice

that the dead space predicted by the harder threshold model

is the shortest among the three models. This is because in the

harder threshold model electrons can impact ionize at much

lower energies [Fig. 9(c)] duc to the lower ti_rcsltold :rod the

higher impact ionization probability once the carrier reaches
the threshold. The distance traveled for the electrons to reach

the ionization energy thus is much shorter. The k-dependent

model has the longest dead space. In the k-dependent model

most impact ionizations occur in the second conduction

band, while in the Keldysh formula model electrons can

more easily impact ionize within the first conduction band.
Since electrons can only transfer to the second conduction

band through scattering events in our simulation model, it

takes a longer time and, thus, a longer distance, for the elec-

trons to impact ionize. Due to the use of a higher and softer
threshold, electrons need reach higher energy to impact ion-

ize. This results in longer dead spaces than that reported in

Ref. 35.

IV. CONCLUSIONS

In this article we have presented an analysis of the inter-

band impact ionization rate in bulk GaAs using a semiclas-

sical, k-dependent, numerical formulation of the impact ion-
ization transition rate. It is found that the transition rate is

substantially higher within the second conduction band than
the first conduction band. As a result, the overwhelming ma-

jority of electrons impact ionize from states within the sec-
ond conduction band than from the first conduction band, in

contrast to what is predicted by a hard threshold, Keldysh

formula model. In addition, the numerical, k-dependent for-

mulation of the transition rate predicts that the electrons sur-

vive to very high energy, on average, before suffering an

impact ionization event. Again, this is vastly different from

that predicted by the hard threshold, Keldysh formula model
wherein most of the electrons ionize at much lower energies.

interestingly, both the hard threshold model, and the soft
threshold models, i.e., either a soft threshold, Keldysh for-

mula model or the numerical, k-dependent model, can be

fashioned, by adjusting the total phonon scattering rate, to

match the experimental results exceedingly well. Though the
hard and soft threshold models require different total phonon

scattering rates in their description, the two different rates
examined here both lead to acceptable predictions of the

steady-state electron drift velocities. As such, it is difficult

under present circumstances to definitively choose which
scattering rate is the most appropriate. A more detailed

Y. Wang and K. F.Brennan



analysis of the high-energy scattering rate, taking into ac-

count the energy dependence of the deformation potentials,

needs ultimately to be done. Nevertheless, it is expected that

the k-dependent transition rate formulation is far more accu-'

rate than the Keldysh formula. In order that the k-dependent

transition rate calculations agree with the experimental mea-

surements, the phonon scattering rate would have to be lower

than that usually quoted for a hard threshold model.

If the threshold for interband impact ionization is indeed

very soft in GaAs, as indicated by the present k-dependent

transition rate calculations, the dead space for impact ioniza-

tion is then significantly larger than previously estimated. A

longer dead space may lead to different predictions of the

electron-impact ionization enhancement in GaAs/AIGaAs

multiquantum-well (MQW) structures. As a result, the bpti-

mal well and barrier widths of these devices may be quite

different from those predicted using a harder threshold

model. We are currently investigating how an ultrasoft

threshold, as predicted by the k-dependent transition rate cal-

culations presented here, would effect the predicted electron

and hole ionization rates in MQW structures. These results

will be presented elsewhere.
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Tnuoretical investigation of wave-vector-dependent analytical
and numerical formulations of the interband impact-ionization
transition rate for electrons in bulk silicon and GaAs
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The electron interband impact-ionization rate for both silicon and gallium arsenide is calculated

using an ensemble Monte Carlo simulation with the expressed purpose of comparing different
formulations of the interband ionization transition rate. Specifically, three different treatments of the
transition rate are examined: the traditional Keldysh formula, a new k-dependent analytical

formulation first derived by W. Quade, E. Scholl, and M. Rudan [Solid State Electron. 36, 1493

(1993)], and a more exact, numerical method of Y. Wang and K. E Brennan [J. Appl. Phys. 75, 313

(1994)'1. Although the completely numerical formulation contains no adjustable parameters and as

such provides a very reliable result, it is highly computationally intensive. Alternatively, the Keldysh
formula, although inherently simple and computationally efficient, fails to include the k dependence
as well as the details of the energy band structure. The k-dependent analytical formulation of Quade

and co-workers overcomes the limitations of both of these models but at the expense of some new

parameterization. It is found that the k-dependent analytical method of Quade and co-workers

produces very similar results to those obtained with the completely numerical model for some

quantities. Specifically, both models predict that the effective threshold for impact ionization in
GaAs and silicon is quite soft, that the majority of ionization events originate from the second

conduction band in both materials, and that the transition rate is k dependent. Therefore, it is

concluded that the k-dependent analytical model can qualitatively reproduce results similar to those
obtained with the numerical model yet with far greater computational efficiency. Nevertheless, there

exist some important drawbacks to the k-dependent analytical model of Quade and co-workers:
These are that it does not accurately reproduce the quantum yield data for bulk silicon, it requires

determination of a new parameter, related physically to the overlap integrals of the Bloch state

which can only be adjusted by comparison to experiment, and fails to account for any wave-vector

.. dependence of the overlap integrals..As such the transition rate may be overestimated at those points
for which"near vertical," small change in k, transitions occur.

I. INTRODUCTION

The theoretical study of interband impact ionization has

been greatly aided by the advent of numerical methods. Ow-

ing to the complexity of the energy band structure at high

energies, at which impact ionization is initiated, as well as

the complicated carrier-phonon scattering mechanisms, sim-

plified analytical formulations, such as the early theories of
Shockley, I Wolff, 2 and Baraff 3 have limited validity. Nu-
merical models for calculating the ionization rate were then
advanced based on the Monte Carlo method; 4'5 however,

these approaches utilized parabolic or nonparabolic analyti-

cal energy bands which are of questionable validity at high

carrier energies. The full details of the energy band structure
were first accounted for in the Monte Carlo model of

Shichijo and Hess. 6 In their model the dynamics of the elec-
trons in bulk GaAs were simulated within the first conduc-

tion band, calculated based on an empirical pseudopotential

model. Later, Fischetti and Laux 7 developed a more ad-
vanced Monte Carlo simulator for studying impact ionization

which improved the numerical accuracy as well as incorpo-

rated transport within higher conduction bands.
In order to calculate the overall impact ionization rate

using the Monte Carlo technique, it is necessary to formulate

3542 J. Appl. Phys. 76 (6), 15 September 1994

an expression for the impact ionization transition rate. This
formulation is then incorporated into the Monte Carlo simu-
lator and is treated as an additional scattering mechanism. An

impact-ionization event is chosen stochastically in the usual

way s through the use of a random number based on the rela.

tire magnitude of the ionization transition rate compared tc

competing phonon scattering events. Although there ha.'
been recent work on formulating the ionization transitior

rate using a higher-order quantum-mechanical perturbatior

theory expansion, 9-n the impact-ionization transition rate i:

more typically determined from use of Fermi's golden rule
Fermi's golden rule Can be expressed as 12

W,,-- - -IMI28(EI-E,)8(ak)dSl, (1:

where dS ! represents integration over all the final states, E

and E! are the energies of the initial and final states, respec.
tively, Ak is the momentum change during the interaction
The matrix element M in Eq. (1) is formed using both th(

direct M,t and exchange M e terms following Ridley t2 as

IMI=__ + IM,I + IM _M,I (2

where

00218979/94/76(6)/3542/10/$6.00 O 1994 AmericanInstituteof Physic



e 2 l(kl,kl)l(k2,k _)

" Mdf-_-Q Ik'l_klJ2+k2 '

(3)
e 2 I(k I ,k_)/(k2,k_)

M¢=-_ [k__ k|[2+ k2

In Eq. (3), k I,k' 1 are the wave vectors of the incident elec-
tron before and after the interaction, k s, k_, represent the

states of the secondary electron-hole pair after the collision,

k is the static screening factor, and e is the electronic charge;

V is the crystal volume, and • is the dielectric function.

Quantities/(k l,k_),l(k2,k_),l(kl ,k_),l(k2k_) are overlap

integrals. 12 Following Ridley, 12 the term JMa-Me] 2 is ne-

glected and the direct and the exchange terms are assumed to

be equal.

In most previous Monte Carlo simulations (e.g., Refs. 6

and 13) the impact-ionization transition rate is calculated us-

ing the Keldysh formula, z4 which can be obtained from Eq.

(1) by adopting several simplifying assumptions: These are
that the transition is calculated assuming a direct semicon-

ductor with parabolic bands for all of the carriers, the overlap

integrals are considered to be constant and the denominator
in the matrix element in Eq. (3) is also taken as a constant

with thresholds values of kt ,k_. This yields the very well-

known quadratic dependence of the transition rate Wil on the
energy E of the initiating particle, usually expressed as

E-Eth 2
WiimpW(Eth)(.--_th ) , (4)

where Eth is the threshold energy and W(Eth) is the total

phonon scattering rate at threshold. Eth and the prefactor p

cannot generally be determined from first principles; instead,
they are determined through comparison of the calculations

to experimental data. Aside from this obvious limitation of

the Keldysh formula, the neglect of an accurate accounting

of the high-energy region of the band structure also results in

the failure to properly assess the k dependence of the ionian-
lion transition rate itself. Recent theoretical studies have in-

dicated that there is a significant devia,'ion in the ionization

transition rate with respect to the initiating carrier's k vector
in different materials) s'16

Several alternative approaches to the Keldysh formula

for calculating the interband impact ionization rate have been

recently presented. 1s-2_ In each of these methods, the inter-

band impact-ionization transition rate is evaluated numeri-

cally and can be then incorporated into an ensemble Monte
Carlo calculation. Although these approaches presently offer

a far more accurate treatment of impact ionization than the

Keldysh formula, they require extensive numerical computa-
tion. In the approach adopted by Wang and Brennan ts'!6 the

transition rate is determined directly from Ferret's golden

rule by numerically integrating Eq. (1) at different k points
within the first Brillouin zone. Their analysis includes the

direct calculation of the overlap integrals from the numeri-

cally generated wave functions using a k.p method. The
transition rate is evaluated by integrating over several mil-

lion final states directly evaluating the overlap integrals in

each case. This is particularly computationally intensive
since the overlap integrals must be evaluated for each final

state. Sano and Yoshii tv have used a less computationally

intensive scheme. In their method, the three-dimensional k

space incorporating the reduced zone is partitioned into
small cubes. The matrix elements within each cube are as-

sumed to be equal alleviating the need to evaluate the over-

lap integrals for each possible state. In this way, the number

of computations can be greatly ieduced at the expense of

increased memory ffquirements. However, we have found

that the overlap integrals vary in a nonpredictive manner

from point to point in our k.p calculations and cannot gen-

erally be assumed to be the same even for states very close in

k space. For this reason and memory storage limitations, in

the model of Wang and Brennan is's6 the overlap integrals are

evaluated for every final state. Neveitheless, all of the nu-

merical approaches indicate that the transition rate is depen-

dent on the initiating electron wave vector.

Recently, another analytical treatment of expression (1),
which also includes the k-vector dependence of the impact-

ionization transition rate, was presented by Quade, Scholl,

and Rudan. 22 They calculated the impact-ionization transi-

tion rate for the general case of an arbitrarily shaped energy

band for the impact-ionizing conduction electron, and three

anisotropic parabolic bands for the final states with their ex-

trema located at different points in the k-vector space. The

assumption of the parabolic energy bands for the final states

is acceptable since the final states are generally at low energy
near the band minimum where the parabolic approximation

is typically good. Other approximations used in the deriva-

tion include nondegeneracy and a constant value for the

overlap integrals. Although the formulation developed by
Quade and co-workers 22contains some parameterization due

to the fact that the overlap integrals are not evaluated but are

assumed to be constant parameters, it offers a far more com-

putationally efficient means of evaluating the ionization tran-

' sition rate with the inclusion of the k dependence than the

numerical method of Wang and Brennan. 15'16Subsequently,

it is of interest to examine how the k-dependent, analytical

model of Quade and co-workers 22 compares to the numerical

model of Wang and Brennan) s'16

In this article, we incorporate the formulation of the

impact-ionization transition rate of Quade and co-workers 22
within an ensemble Monte Carlo simulator to determine the

electron impact-ionization rate in bulk silicon and GaAs. The

impact-ionization rate calculated in this way is then com-

pared to experimental data as well as calculations made in an
otherwise identical Monte Carlo simulator using the Keldysh

formula and the direct, k-dependent transition rate. The na-
ture of the ionization rate is further probed using the Quade

and co-workers' model to determine if it yields similar physi-

cal results to that of the direct, numerical model. Specifically,
the transition rate within each band is calculated and the

percentage of ionization events originating from each con-
duction band is determined. The number density distributions

and the quantum yield as a function of energy are determined

and compared between the different theoretical models as
well. In Sec. II the details of the theoretical models are re-

viewed. The calculated results are presented in Sec. lIl and
conclusions are drawn in Sec. IV.
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II.MODELDESCRIPTION

Thetotalimpact-ionizationrateasafunctionof inverse
electric field is calculated using an ensemble Monte Carlo

simulation, based on the original work of Shichijo and Hess.6

The details of the simulator have been extensively described

elsewhere; !_'16 therefore, only the main features are outlined
here. The simulation includes the full details of the first and

second conduction bands for silicon or gallium arsenide. The

scattering rate in either case is determined using the im-

proved phonon scattering technique of Chang et al. z3and the

improved band-structure interpolation technique of Fischetti
and Lauxfl The total phonon scattering rate is determined in

the following way. Within the low-energy region, the scatter-

ing rate is calculated from Fermi's golden rule for all the
relevant mechanisms present.24 Within the high-energy

range, deformation potential scattering is assumed to be the
dominant scattering mechanism. The scattering rate in this

region is obtained by integrating over the final density of

states, calculated from the numerically generated band struc-

tures, including collision broadening of the final state. The

deformation potential is assumed constant and is selected to

match the scattering rate calculated from Fermi's golden rule

at a low specific energy. Interband electronic transitions are
enabled via the action of the deformation potential scattering
as described in Ref. 15. The actual scattering rates used in

these calculations have been published previously in ReL 15

for silicon and Ref. 16 for GaAs.

The impact-ionization transition rate is formulated in

three different ways and is then incorporated into the Monte
Carlo simulator described above_ The different transitiofi rate
formulations used are a direct, numerical method previously

described in detail in Refs. 15 and 16, the Keldysh formula

described in detail in Refs. 6 and 7, and a new k-dependent

analytical formulation derived by Quade and co-workers 22
which is summarized below.

The k-dependent analytical formulation of the impact-
ionization transition rate, hereafter referred to as the Quade

formula, predicts the ionization transition rate for an initiat-

ing electron of wave vector k i, colliding with another elec-
tron in the valence band, to be=

Wii(kl)a.p.y= f _!deW,(K,,_)=.,e.v_g(kl)-,_],
(5)

where

, dl

1 1 _'_ 12 [e2_2"6P
; "17] -p-'

Oli_i "l" ¢71i_¢i dr _i _i
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3
I Eo+ _ a_Bi

g(kl)=_ _.j as+P, (Z*'_-Za'_)2

, )" -e(•),i(kl.i-Zy.i) 2 kLi) , (9)
i-I

1 L
K,.,=_(7_(k,._Z_,., ) ai[_ (Z,. _ZB.,)) ' (10)ai + Pi

and

_x = J[ '4( k2- _)2+ 4K_X2_ (k=_ 4_)]. (11)

In the above set of equations, or, ,8, and 7 represent a para-

bolic valence band and two possibly different parabolic con-
duction bands for the final states of the hole and electrons

after the impact ionization event, respectively. The aniso-

tropic bands are parametrized by ratios of effective masses
a_=m s Im,.t, fl_=ms Im/j.a, y,=ms lint.t, where i labels
the Cartesian coordinate, and the extremal points of each

band are positioned at Z=,, Z/_, Z_,; m s is an isotropic effec-
tive mass of the conduction band for the initiating electron. F

represents the product of the squared overlap integrals and is
taken as constant for each initiating band but may vary be-

tween bands. /_ stands for the geometrical average of the

quantities #t, /_, /_ defined by Eq. (8). The arbitrarily

shaped function E(ks) represents the energy of the initiatinE

electron, E 0 represents the gal_ plus offsets of the extrema|

points of the bands a, ,8, 7. k'_==kt-L, where L is a recip-
focal lattice vector and O is the Heaviside func!ion. Equatior

(5) is derived assuming a static dielectric constant. AJthougl
recent work t7 has shown that a full wave-vector, frequency

dependent dielectric function can modify the ionization tran
sition rate, its incorporation in the Ouade formula would no

lead to an analytical expression. For this reason, a constan
dielectric function is used within the Quade formulation. T(

facilitate comparison of the Ouade model to other models, :
constant dielectric function is used within the numerical an(

Keldysh formula models as well.
The total impact-ionization scattering rate for the initiat

ing particle with wave vector k= is calculated taking int_
account all of the possible final states within the full Bril

louin zone. The total impact-ionization transition rate ca:

then be expressed as

W,(kz)= _ _ _ W,(kz)a,p.r, (12
a p y

where the summation goes over all the valence bands a an

all possible valleys fl, 3' in the first and second conductio

(6) bands. The summations in Eq. (12) are taken so as to includ
both direct and exchange terms.

The material parameters used in the calculations hay
been taken from Refs. 25-28 for silicon and Refs. 29-32 fc

(7) gallium arsenide. For the case of the second conduction ban
in both materials, the longitudinal mt and transverse mt e:
fective masses for the X valleys have been obtained from th

numerically calculated band structures determined by a k.

,(8) calculation. The longitudinal and transverse masses used fc
silicon and gallium arsenide in the second conduction bar,

Kolnlk et a



TABLE I. Energies of symmetry points (relative to the top of the valence

band, in eV) and values of relative effective masses used in the calculations

of the impact-ionization transition rate in silicon and gallium arscnide.

Silicon Gallium arsenide

E(Fcl ) 3.42' 1.423 b

E(Xo) 1.12" 1.898 b

E(Lo) 1.92" 1.706 b

£(Xc. ) 1.14 c 1.97Y

_'(rso) -0044d -0.340_
mt(Xcl ) 0.19= 0.27 r

ml(Xcl ) 0.92" 1.98 r

mt(Xcu ) 0.21 c 0.2Y

"mt(Xcu ) 0.29 ¢ 0.40 c

m(Lcl ) 0.284= 0.IS f

m(Fcl) 0.067f

m(FHx ) 01537 d 0.45'

m(VLH ) 0.1534 • 0.082 f

m(Fso ) 0.2344 0.170 f

'Reference 32.

"Reference 30.

Walues obtained from the numerically calculated band structure.

eReference 26.

'Reference 25.

fReference 31.

are reported in Table I. In the case of L valleys, I" valleys,
and all the valence bands, the isotropic effective masses have
been used and their values are also listed in Table I, as well

as the energies of symmetry points relative to the top of the
valence band.

The interband impact-ionization transition rate calcu-

lated using the approach based on Quade and co-workers'
results assuming that the overlap integrals are simply unity is

presented in Figs. l(a) and l(b) for the first and second con-
duction bands in silicon, and in Figs. 2(a) and 2(b) for the

first and second conduction bands in gallium arsenide, re-

spectively. Comparison of Figs. 1 and 2 to similar figures
obtained by Wang and Brennan t5'16 using the completely nu-

merical technique in which the overlap integrals are evalu-

ated directly shows good qualitative agreement between the

two approaches. For bulk silicon the primary difference,

aside from the overall magnitude, is that the number of

points for which a nonzero transition rate has been calculated

is higher using the completely numerical approach• A similar
effect can be seen in the case of the first and second conduc-

tion bands in gallium arscnide. Again notice that there is a

significant difference in the number of nonzero transition rate

points between the two models (data calculated using the

numerical approach can be found in Ref. 16) for the first
conduction band; however, the rate from these points is rela-

tively small compared to the competing scattering rates.
Further examination of Figs. 1 and 2 reveals that the

transition is greater for electrons originating from the second
conduction band than from the first conduction band, which

corresponds to the results based on the numerical
calculations, is'ta This is particularly true for GaAs. As is
discussed bclow, due to the fact that the transition rate is

greatest for the second conduction band, most ionization
events occur from elcctrons which originate from within the
second conduction band.

• _, / _/'_____7oi_

,:o: IIl f [ llll t:::
_o, Ill I I I I I IIM;_-_ IIIIIIIII I_o ,,

IIIIIIII1 111111111 t'o,o
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i ., JJllllUtlqIlll i '1 1'o"

• " _'_,_ZC_II ! I _Sz_,_'

la)

Lrlll t'o, 

_L-_g_ I II H l_'o'

(b) O

FIG. 1: C..alculated interband impact-ionization Iransition talc for the first

and second conduction band in bulk silicon as a function of ka and k_, (k, is
fixed at 0.0) within the reduced zone of the first Brillouin zone obtained by

the analytical formulation based on the Quadc model. Initiating electron is

in (a) the first conduction band and (b) the second conduction band.

i11.RESULTS

The impact-ionization rate as a function of inverse elec-
tric field, calculated using the ensemble Monte Carlo simu-

lation, is presented in Figs. 3 and 4 for silicon and gallium

arsenide, respectively. In each case, the rate is calculated

using the Keldysh formula, the k-dependent numerical for-
mulation, and the Quade formula for the impact-ionization

transition rate. The experimentally obtained data are also
shown in both figures. The experimental results of van Over-
straeten and DeMan, 33 Grant, 34 and Woods, Johnson, and

Lambert 3s for electron-initiated impact ionization in silicon

are plotted in Fig. 3. These data comprise a representative set
of data which cover the full range of experimental measure-

ments for electron-impact ionization in silicon. The experi-
mental measurements of Bulman et 0/.36 are plotted for gal-

lium arsenide in Fig. 4.
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FIG. 2. Calculated interband impact-ionization transition rate for the first

and second conduction band in bulk GaAs as a function of kx and k), (k z is

fixed at 0.0) within the reduced zone of the first Briliouin zone obtained by

the analytical formulation based on the Quade model. Initiating electron is

in (a) the first conduction band and (b) the second conduction band.

In the case of silicon, good agreement with the data of

Woods and co-workers is obtained for the k-dependent nu-
merical formulation, as was also reported previously, ts No

adjustable parameters for the impact-ionization transition
rate are used in this case. Very similar results can be obtained

using the Quade formulation by choosing the values for the

parameter F in Eq. (7) equal to 0.24 for both the first and
second conduction bands. F corresponds to an "average"

value of the squared overlap integrals. The squared overlap

integrals always have value between 0 and 1. In the analyti-
cal model of Quade and co-workers_ and that presented

here, F is treated as a parameter which is chosen so as to

yield good agreement wi_ experiment. Best agreement with
the low range of silicon experimental data occurs for

F=0.24 given the phonon scattering rate adopted here. The
calculated silicon impact-ionization rate obtained using the

3546 J. Appl. Phy_;., Vol. 76, No. 6, 15 September 1994
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FIG. 3. Calculated and experimental results for the electron impact-

ionization coefficients in bulk silicon plotted as a function of inverse electric

field• Results of the calculations of the ionization rate including the Keldysh

formula, k-dependent numerical, and Quade model are presented. Experi-
mental results of Refs. 33, 34, and 35 are also shown. FI and 1:2 represent

the values of the averaged squared overlap integrals used in the Quade

model for bands I and 2, respectively.

Keldysh formula with p=0.02 and Eth:l.13 eV is also

shown in Fig. 3. A value of p of about 0.02 is typically
corisidered to correspond to a soft threshold. In contrast to

both k-dependent models, better agreement with the higher
range of experimental measurements can be seen for this

particular choice of threshold and p; however, a different
choice of the parameter F' within the Quade formulation

would also provide a better fit to the higher range of experi-
mental data as well.

In gallium arsenide the dependence of the impact-
ionization rate on the inverse electric field obtained using the

numerical, the Quade models with F=0.05 and 0.005 for

the first and second conduction band, respectively, and the

Keldysh formula with p=0.02, Eth=l.85 eV for the
impact-ionization transition rate, shows in all three cases

fairly good agreement with the experimentally measured data

10s,

10_ ""....,._ ..

_ Expedntenta(autmo_ Of. of) I _": $
. N_,Sett Uoc*,1 I ",I

- 4, - _ Model(FI.O_-O_OS) I I

_o' -_-g*_d'*_' S_v'P"e'O'!J'" ''"' I
2 _ $ 3,$ 4

1/Electric Field ( 10 -6 ca/V)

FIG. 4. Calculated and experimental results for the electron impact

ionization coefficients in bulk gallium arsenide plotted aS a function o

inverse electric field, using the Keldysh formula, k-dependent numerical

and Quade model. Experimental results shown are those of Bulman.er ol

(Ref. 36). FI and 1:2 represent the values of the averaged squared oveflal

integrals used in the Quede model for bands 1 and 2, respectively.
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FIG. 5. Histogram showing the percentage of ionization events originating
from the first and second conduction bands in silicon for (a) the k-dependent

numerical formulation and (b) the Ouadc formulation.

(Fig. 4). It should be noted that in the case of the approach
based on the Ouade formula, the selection of the fitting factor

F for the first conduction band essentially does not play any

role due to the negligible impact-ionization transition rate of
the electrons in the first conduction band with respect to the

second conduction band.

The percentage of ionization events originating from the
first and the second conduction band in bulk silicon as a

function of applied electric field is plotted in Fig. 5(a) for the
numerical model and in Fig. 5(b) for the model based on the

Quade formula. At the applied electric fields investigated

here the impact-ionization events originate predominantly in
the second band in both cases. Therefore, on the basis of

these reports, it appears that most electron-initiated ioniza-

tion events originate from electrons within the second con-
duction band. The number of events originating in the first

conduction band is found to be higher for the numerical

model than for the model using the Ouade formula at the

field of 250 kV/cm, while for higher fields this difference

vanishes. This slightly different behavior of the two models

at low fields is caused by the fact that the threshold energy

for impact ionization is about 1.32 eV in the Ouade model

for the particle originating in the first conduction band and
2.11 eV for the second conduction band, while for the nu-

merical model the threshold energy value is not well defined.

0.03
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0.01

0.005

0
0 0.5 1 1.5 2 2.5 3 3.5 4 4.5

Energy (eV)

FIG. 6. The electron number density function in silicon, defined as the

product of the density-of-states function and the electron distribution func-
tion, at an applied electric field of 500 kV/cm, calculated using the

k-dependent numerical model and the Quade model.

Instead, in the numerical model ionization is possible at all

states with energy greater than the band gap which are found

to satisfy the momentum and energy conservation conditions.

Therefore, there is no sharp threshold energy, other than the

band gap, below which ionization cannot occur and above
which ionization does occur. Thus, the contribution of the

first conduction band at low fields can be expected to be

higher when the numerical model is used.
The effect of the second conduction band on the impact-

ionization rate in gallium arsenide is even more important

than in silicon. The impact-ionization transition rate for elec-
trom; in the first conduction band is much lower than the rate

within the second conduction band in both models as can be

seen from Figs. 2(a) and 2(b) and from Ref. 16. As a result,

/virtually all the electrons which impact ionize originate
within the second conduction band. The effect is even stron-

ger using the Quade formulation than the numerical formu-
lation. Though the value of F used in the analytical formu-

lation is unknown a priori, i.e., without first comparing the

calculations to experiment, it should be noted that F can

never be greater than 1. Therefore, given that the transition
rate of electrons within the first conduction band is several

orders of magnitude lower than from the second conduction
band with F= 1, as shown by Figs. 2(a) and 2(b), it is clear

that the first conduction band plays no significant role in

impact ionization in bulk GaAs for reasonable values of F.
Hence, in either the numerical or analytical k-dependent

models the predominant source of ionizing electrons in bulk
GaAs is carriers within the second conduction band.

The electron number density function defined as the

density-of-states function multiplied by the electron distribu-
tion function, is shown in Fig. 6 for silicon at an applied
electric field of 500 kV/cm for both the numerical

k-dependent model and the Quade model. In both cases, the
number of electrons which survive to high energies is rela-

tively high. The second peak in each of the figures corre-

sponds to the electron population in the second conduction

band and is slightly larger for the Quade model. Both models

essentially confirm previous results 37-39 that the threshold in
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FIG. 7. The electron number density function in gallium •rsenide, defined as

the product of the density-of-slales function and the electron disln'bulion
function, •t •n applied electric field of 500 kVlcm, calculated using the

k-dependent numerical model and the Ouade model.

silicon is exceedingly soft and that the electronscan reach
energies substantially higher than the band gap before they

impact ionize.
The electron number density functions in gallium, ars-

enide are plotted in Fig. 7 calculated using the k-dependent
numerical and Ouade models for the applied electric field of
500 kV/cm. In both cases the distribution functions are simi-.,
lar and the effect of the second conduction band (the second

peak at higher energies) is again slightly larger in the Quade
model. Notice that the number distribution remains substan-

tially large at high carrier energies indicating an exceedingly
soft effective threshold for impact ionization in GaAs. Again
these results are consistent with previously reported
observations. 29

The energy-dependent impact-ionization transition rate,
derived from the k-dependent rate in a manner described in

ReL 15, is plotted in Fig. 8 for the numerical k-dependent
formulation and the Quade formula, respectively, for silicon.
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FIG. 8. Calculated am'pact-ionization transition rate in silicon is a function

of electron energy measured from the conduction-baud minimum. The

energy-dependent rate is calculated by performing • further integration of

the k-dependent rate following the approach explained in Ref. 15 for the
numerical and Quade models; the results of Ksne (Ref. 40) and Cartier d at.

(Ref. 41) and Kamakura et ol. (Ref. 19) are also shown.
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FIG. 9. Calculated impact-ionization transition rate in gallium -rsenide as a

function of electron energy measured from the conduction-band minimum

using the k-dependent numerical model and the Ouade model. The energy-

dependent rate is calculatedby performing a furtherintegrationof the

k-dependent ratefollowingthe approach explained in Re/'.15.The energy-

dependent rateobtained by Stobbe and co-workers (Ref. 21) is also in-

cluded.

The results of Kane, 4° Kamakura et aL,t9 and the recently

published ionization transition rate of Cartier et al. 41 deter-
mined from a comparison of Monte Carlo simulations and

soft-x-ray photoemission spectroscopy (XPS) measurements
are shown as well. The numerically calculated transition rate
is almost identical with that of Cartier et al. up to an energy

of 4 eV, and seems to be closer to the results of Kane in the
high-energy region. Recently, also, Kunikiyo et al. ts have

performed similar calculations of the silicon interband
impact-ionization transition rate. Their calculaiions are in ex-
cellent agreement as well with the transition rate of Cartier
et al.41The transition rate obtained on the basis of the Quade

formula agrees well with the numerical model between 2 and
4 eV, while a lower rate is predicted in the low- and high.

energy regions.
The energy-dependent impact-ionization transition rate

for gallium arsenide, calculated using the numerical ap.
proach of Wang and Brennan16and the Quade formula, re.
spectively, are shown in Fig. 9. Stobbe and co-workers2:
havealsorecentlycalculated the impact-ionizationtransit•or
rate in bulk OaAs. Theb calculations, basedon the fittinl
formula quoted in Ref. 21, are included in Fig. 9 for com
par•son. Inspection of Fig. 9 shows that the maxima of tht
transition rate, based on both the numerical model of Wan!
and Brennan16 and the Quade model, occurs near 3 eV i=
GaAs. The maximum region is more pronounced for tht
Quade formulation than in the case of Wang and Brennan':
numerical model. The origin of the maximum can be puss•

bly understood within the analytical formulation, since th,
transition rate involving each valley can be individuall,.
evaluated. The maximum in the transition rate is due to tht
collision of an electron within the second conduction ban,
with an electron in the heavy-hole band, after which the elec

trons occupy states either both in the l" valley (the lowe
peak below 3.0 eV) or one is in the r"valley and the other i:
the L valley (the higher peak close to 3.4 eV). In both case,.
a transition of the initiating electron from the second conduc

Kolnik eta
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tion band to the first one with only a slight change of the k

vector (a near-vertical transition, as explained in Ref. 42)
contributes to the final values of the transition rate. Near-

vertical transitions have a significantly greater rate owing to

the fact that the denominator in Eq. (3) becomes very small

under these conditions. 42 This region may be somewhat un-

realistically pronounced in the Quade formulation due to the

fact that the value of the overlap integrals is taken as an

averaged constant. The actual values of the overlap integrals

in this region may be quite small thereby reducing the rate if

calculated. It is much more difficult to isolate the physical

origin of the maximum in the numerical model. In this case,

a similar classification would be questionable, mainly due to

the uncertainty in how the "valleys" are defined in the real

band structure. Inspection of Fig. 9 also shows that the study
of Stobbe and co-workers 21predicts a higher ionization tran-

sition rate from the results presented here. The cause of this

discrepancy may be due to the inclusion of a q-dependent
dielectric function in Stobbe and co-workers' formulation as

well as differences in the energy band structure utilized in
the two calculations. In Stobbe and co-workers' work the

band structure is calculated using an empirical pseudopoten-

tial method in contrast to the k.p method adopted in the

present work.

To further investigate the impact-ionization transition
rate formulations, the energy dependence of the quantum

yield was also calculated for both the numerical and Quade

models. The quantum yield is defined as the average number

of impact-ionization events caused by a high-energy injected

electron until its kinetic energy relaxes below the ionization

threshold through scattering and/or ionization events. While

the impact-ionization coefficient strongly depends on the en-

ergy distribution function and therefore mainly on the inelas-

tic electron-phonon scattering rate, the quantum yield is al-
most a linear function of the ratio of the ionization transition

rate to the electron-phonon scattering rate.4t The quantum

yield provides a useful means of assessing the relative hard-

ness or softness of the impact-ionization threshold and en-

ables an additional, independent evaluation of the appropri-
ateness of the model used.

To the authors' knowledge, the only presently existing

experimentally based data for the quantum yield apply to
bulk silicon. Calculations of the quantum yield in silicon are

presented in Fig. 10 using both the numerical and Quade
models. The data of Cartier et al.,4t derived from a compari-

son of Monte Carlo simulations and XPS measurements,

which were shown to be in good agreement with other

measurements, 4= are also plotted in Fig. 10 for comparison.

While fairly good agreement over the full energy range be-

tween the model based on the numerically calculated ioniza-
tion rate and the data from Ref. 41 can be seen, the Quade

formula predicts a quantum yield which is substantially

lower in the low-energy region. Nevertheless, the Quade for-

mula results correspond fairly well to the other data above
2.5 ¢V. These results can be understood on the basis of the

threshold energy for impact ionization. In the case of the

Quade formula the threshold energy is well defined and is

substantially higher than the value of the gap. Subsequently
the ionization-transition rate in this region is lower for the
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FIG. tO. Calculated quantum yield as t function of electron energy in sili-

con measured from the conduction-band minimum, obtained using the

k-dependen! numerical model and the Quade model. Results of Cartier et al.

(Ref. 41) arc also shown.

Quade model, as can be seen in Fig. 8, which results in a

lower quantum yield. Conversely, in the numerical model,

the effective threshold is simply the energy gap and subse-

quently ionization events can possibly occur at low energies
in this model leading to a higher quantum yield.

Although no experimental data for bulk GaAs are pres-

ently available, it is nevertheless instructive to compare the

calculated quantum yield dependencies on energy using the

numerical and Quade models. The calculated quantum yield

versus electron energy in GaAs using the numerical and

Quade models is shown in Fig. 11. Comparison of the calcu-

lations reveals good correspondence between these two mod-

els in the energy range from 2.5 to 3.5 eV, while at higher

energies the Quade model [with the particular choice of the

prefactor F appearing in Eq. (7), as described above] predicts

, a lower quantum yield than the numerical model. At lower

energies the Quade model predicts a higher quantum yield

than the numerical model. This discrepancy can be under-

stood as follows. An identical phonon scattering rate is used

in both models of the ionization rate. As stated by Cartier
et al. 4t the quantum yield depends linearly upon the ratio of

the impact-ionization transition rate to the phonon scattering

i0l/'o"I ?
104 t

stagy (ev)

FIG. 11. Calculated quantumyield as a function of electronenergy in gal-
lium arsenide measuredfrom the oonduction-bandminimum,obtainedusing
the k-dependentnumericalmodel and the Quade model.
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rate. Subsequently, the quantum yield within each model,

given that the scattering rates are identical, depends then

simply upon the ratio of the transition rates and will follow
the same trends as shown in Fig. 9.

The value of the overlap integrals used in the evaluation

of the transition rate given by Eqs. (2) and (3) is evaluated

directly in the numerical approach. As mentioned above, this

requires extensive numerical computation. By approximating
these overlap integrals as a constant, the factor F in Eq. (7),

a new single parameter is introduced greatly reducing the

numerical complexity required 1o evaluate the transition rate

but at the expense of a new unknown parameter. In the cal-

culations presenled above, F is adjusted such that the ana-

lytical model yields satisfactory agreement with the experi-
mental data. To check to see if the determined values of F

are reasonable, it is useful to compare these values to those

determined using the sum rule quoted by Ridley. 12 Using the

sum rule, the squared overlap integral between the first con-
duction band and the heavy-hole band in gallium arsenide is

determined to be 0.38. More elaborate calculations made by

Burr eta/. 43'44 using wave functions obtained from a k-p
calculation show that this value is _10 -2, which is in fair

agreement with the results presented here for GaAs,
F=0.005 for the second conduction band. In the case of

silicon, the value F= 0.24 obtained for the impact ionization

originating in both the first and second conduction bands, is

higher than the value of F'0.05, 45 or F=0.01, quoted in
Refs. 46 and 47, obtained by theoretical evaluations. It

should be noted, though, that a discrepancy between the ex-

perimentally determined recombination coefficients for Au-

ger recombination, and the theoretically obtained ones,
whii:h also contain the same overlap integrals, was observed

in bulk silicon. This discrepancy is thought to be possibly

due to an underestimation of the overlap integrals by roughly

an order of magnitude. '8

IV. CONCLUSIONS

In this article the electron interband impact-ionization

rate calculated by an ensemble Monte Carlo simulation has

been presented for both bulk silicon and gallium arsenide
with the expressed purpose of comparing different formula-

tions of the transition rate. Specifically, three different treat-
ments of the transition rate are examined: the traditional

Keldysh formula, a new k-dependent analytical formulation
first derived by Ouade and co-workers, z2 and a more exact,

numerical method of Wang and Brennan. ls'16 The numerical

method of Wang and Brennan 1s'16 contains no readily adjust-

able parameters and is similar to other numerical techniques
that are currently attaining prominence. The numerical tech-

nique thus serves as a standard to which the Quade result has

been compared. Unfortunately, the completely numerical

technique, although fundamentally based, requires extensive
numerical computation making it somewhat unattractive. As

is well known, the Keldysh formula, although commonly
used in Monte Carlo calculations of the impact-ionization

rate owing to its relative simplicity and computational effi-

ciency, suffers from several limitations as well. Chief among
these is the fact that it is derived assuming parabolic energy

3550 J. Appl. Phys.,Vol. 76, No. 6, 15 September1994

bands for all of the participating carriers, and includes no k

dependence in the rate. Additionally, due to its reliance on

two adjustable parameters, more than one set of parameters
can be used within the Keldysh formula to produce satisfac-

tory agreement with experiment. AS a result, the Keldysh

formula cannot by itself predict whether a material has a soft
or hard ionization threshold. Therefore, there is a need to

develop a more computationally efficient transition rate for-
mulation than the direct, numerical technique, yet retain the

k dependence and details of the band structure in its formu-
lation. In this way, the physical nature Of the ionization pro-

cess can be preserved (soft or hard threshold, etc.) while

maintaining computational efficiency. The Quade formula,

although it contains one adjustable parameter corresponding

physically to the squared overlap integrals of the periodic

parts of the Bloch functions, includes the full details of the
band structure for the initiating carrier. In this article, we

have provided the first comparison of this formula to the
numerical technique to determine if this approach yields

qualitatively similar results while providing far better com-

putational efficiency.
The calculations presented here show that the model

based on the Quade formulation produces similar results to

the completely numerical calculations for some quantities,

prirharily the ionization rate as a function of field. In con-
trast, to the Keldysh formula, where no k-vector dependence

of the impact-ionization transition rate is included, the tran-
sition rate in the k-dependent numerical and analytical

(Quade formula) cases is shown to be strongly dependent on

the initiating electron k vector. It is also shown that both

k-dependent models predict that the second conduction band
dominates the ionization process in GaAs and silicon; how-

ever, the quantum yield predicted using the analytical model
of Quade and co-workers _ does not agree closely with the

available experimentally derived data of Cartier et al.4t or

that predicted using the numerical model of Wang and
Brennan. 15't6AS such the Ouade formula, although far more

complete than the Keldysh formula, may not be a completely

reliable replacement for the numerical models in many situ-
ations.

Further comparison of the Quade and numerical models

reveals that they predict that the effective threshold for im-

pact ionization is relatively soft, implying that the carriers
drift to substantially high energies before suffering an ioniza-
tion event. It is shown that the average energy of the elec-

trons is high when compared to that expected for a hard

threshold model Thus, many of the important qualitative re-

suits obtained by adopting the computationally intensive nu-

merical approach, i.e., the dominance of the second conduc-
tion band, the nature of the ionization threshold, and the

importance of the k dependence, can be recovered if the

analytical k-dependent formulation of Quade and
co-workers _ is used. Use of the Quade formula may not

always be fully justifiable, however, since it contains some
ad hoc parametrization which cannot be ascertained from

first principles and it apparently does not reproduce the quan-

tum yield data. Additionally, it is possible that the Ouade
formula may overestimate the impact-ionization transition

rate at those points in the k space where near-vertical transi-

Kolnlkef aL



,i
iions are allowed due to the failure to include the actual

values of the overlap integrals for these transitions.
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Design Issues of GaAs and A1GaAs

Delta-Doped p-i-n Quantum-Well APD's

Yang Wang, Member, IEEE, and Kevin F. Brennan

AbstractDWe examine the basic design issues in the optimiza-
tion of GaAs delta-doped and AIGaAs delta-doped quantum-
well avalanche photodiode (APD) structures using a theoretical
analysis based on an ensemble Monte Carlo simulation. The
devices are variations of the p-i-n doped quantum-well structure
previously described in the literature. They have the same low.
noise, high-gain and high-bandwidth features as the p-i-n doped
quantum-well device. However, the use of delta doping provides
far greater control of the doping concentrations within each stage
possibly enhancing the extent to which the device can be depleted.
As a result, it is expected that the proposed devices will operate
at higher gain levels (at very low noise) than devices previously
developed.

I. INTRODUCTION

VALANCHE photodiodes (APD's) made from com-pound semiconductors (such as GaAs, InP, etc.) have
attracted much attention for light detection because they are

spectrally well matched to the wavelengths of interest in

communications and imaging systems. For high-gain, high-

speed, and low-noise operation, it is very important that

avalanching devices exhibit single-carrier-initiated, single-

carrier-multiplication (SCISCM) [11. However, most bulk

compound semiconductors have nearly equal electron and
hole ionization coefficients [2]. Hence, APD's made from

these bulk semiconductor compounds exhibit poor noise

performance [3].

Chin et al. [4] first suggested that the electron ionization rate

can be selectively enhanced over the hole ionization rate by

using a multiquantum-well structure. In such devices, layers
of narrow bandgap material are sandwiched between layers

of wide bandgap material. Due to the nonlinear dependence
of the ionization rate on the electric field, the ionization rate

may be enhanced over the corresponding bulk rate in such
a device [5]. Capasso later recognized that this concept of

"bandgap engineering" offers a new dimension to semicon-

ductor device design [6], which has lead to the suggestion

of many new device concepts. Specifically, in addition to

the simple multiquantum-well APD first introduced, many
alternative APD device structures have been devised.

Among the various device structures introduced, doped

quantum-well structures [7], [8] seem to be the most promis-
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ing. The basic structure of the doped quantum-well devices

consists of alternating layers of wide and narrow bandgap

material, with a p-i-n region formed within the wide bandgap

layer. Each unit cell contains five separate layers. These

are p-i-n doped regions within the wide bandgap material,

typically AIGaAs, followed by a nearly intrinsic relatively

small bandgap material, typically GaAs, and a nearly intrinsic

wide bandgap, AIGaAs, layer. Application of a reverse bias

to the device acts to deplete the built-in junctions, leading

to an asymmetric electric field profile within each unit cell.

The combined action of the built-in electric field, overall

bias field, and the conduction bandedge discontinuity acts

to heat the electrons to high energy upon their injection

into the narrow-gap layer. It is within the narrow gap layer

that most ionization events occur. The holes, on the other

hand, are injected from the high field, p-i-n layers, into

the wide gap, nearly intrinsic AIGaAs layer, where they
cool prior to entering the small bandgap GaAs region. The

hole temperature then is substantially less than the electron

temperature within the GaAs layer. As a result, the electron
ionization rate is very much larger than the hole ionization
rate. Monte Carlo calculations indicate that these devices

can possibly show approximately four orders of magnitude
enhancement in the ratio of electron and hole ionization

rates over the corresponding ratio for bulk materials [8]. The

large enhancement of the electron-to-hole ionization rate ratio

apparently stems from the asymmetric heating of the electron
and hole distributions prior to their injection into the narrow

gap layer.

Though the original design [7], [8] offers the potential
of high gain at low noise, its experimental realization is

presently difficult to reliably achieve due to the high doping
concentrations that are required within the wide-gap AIGaAs

layer. Currently, high n-type doping of AIGaAs is difficult to
attain. In order to circumvent the practical limitation placed on

the doping concentrations, an altemative design was suggested

by Brennan et al. [9]. In this design, high doping within
the wide-bandgap material is avoided by forming the p-i-

n layer within the narrow-gap region. With the proposed

modification, the p-i-n doped quantum-well device is predicted

to again show a substantial enhancement of the electron-to-
hole ionization rate ratio. As such, low-noise, high-gain and

large-bandwidth behavior should be attainable.

Experiments made by Aristan et al. [10] on GaAs based

doped p-i-n devices have shown promising results, demon-

strating the lowest noise performance of any compound semi-
conductor APD ever measured to date. However, their devices

0018-9197/94504.00 © 1994 IEEE



WANGAND BRENNAN: DESIGN ISSUES OF GaAs AND AIGaAs DELTA-DOPED p-i-n QUANTUM WELL APD'S 1157

failed to exhibit low-noise performance at gains grea!er than

5. It is speculated that the increased noise at high gain levels

arises from the failure to fully deplete all of the s!ages of
the device due to an imbalance in the n and p type doping

concentrations present within each stage [11]. It is believed

that only some of the stages within the device then become

depleted by the reverse bias. As a result, a further increase
of the reverse bias increases the overall field within the

device. Subsequently, the breakdown at higher bias is due

predominately to the action of the overall electric field and not

from the built-in p-i-n layers. As a result, the hole ionization

rate begins to become important, leading to a significant
increase in the noise of the device, as has been observed.

Due to the fact that the doping concentrations are extremely

high within the original doped p-i-n APD designs, even small
variations in the doping concentrations can lead to significant

charge imbalance. It is desirable, then, to develop a design in

which control of the doping concentration can be enhanced

enabling the full depletion of the active region. If all of

the stages of the device can be fully depleted, then electron
ionization should occur within each stage, greatly increasing

the gain of the overall device.
In this paper we present a new variation of the original

doped p-i-n APD devices. In the new structures, the built-in

p-i-n junctions are formed through the use of delta doping
[12] instead of volume doping. Single sheets of dopants are

selectively added to form p-i-n junctions within either the

AIGaAs or GaAs layers. It is expected that the device can

be more readily depleted since charge balance within each

stage is more easily achieved. Through a judicious choice

of the doping concentration within each sheet, and the other

device parameters, low-noise operation at higher gain than

measured before should be possible. Calculations based on a

many-particle ensemble Monte Carlo simulation are presented

here to illustrate the basic design criteria and to evaluate the

potential of the delta-doped APD device. In Section II, the

device structure and a brief review of the modeling procedure
are discussed. The calculated results are discussed in Section

IIL Finally, conclusions are drawn in Section IV.

II. DEVICE STRUCTURE AND MODEL DESCRIPTION

The first device structure proposed, which is a modification

of the narrow-bandgap-material-doped (in our case, GaAs-

doped) quantum-well structure consists of repeated unit cells

of A1GaAs and delta-doped p-i-n GaAs layers as shown in

Fig. 1. The second device structure is similar to the first

one, but the doping layers are placed within a wide-bandgap
material (AlGaAs-doped). Therefore, the two designs are

similar except for the fact that in the second structure, the

doping layers and intrinsic layer sandwiched between them are

formed in AIGaAs rather than GaAs, as shown in Fig. I. The

top layer of the structures can be formed of either p+ GaAs or

p+ Al_Gal_xAs, depending upon the spectral requirements. If

the top layer is chosen to be GaAs, an intrinsic layer between

the absorption layer, and the intrinsic AIGaAs layer is needed

to avoid electron trapping at the first heterostructure interface.

t-p doping t-, c_¢iaj
U 41

II

DLu.anc.eAlona _ Dev_

Fig. !. Sketch of the basic unit cell of the device, along with the electric

field profile.

For the GaAs-doped structure, the basic unit cell has five

layers made of two materials with different bandgaps. The p-

and n-doped layers are formed in the narrow-bandgap material,

GaAs, and are composed of about only one monolayer. As

in the original design [9], the electrons move from left to

right in the diagram, while the holes move in the opposite

direction. The electrons traverse into the high-field region from

the widegap material, and are heated by the combined action

of the built-in field of the p-i-n layers and the overall applied

bias field prior to the injection into the low-field, narrow-

bandgap layer. Conversely, after being heated by the built-in

electric field, the holes are injected into the wide bandgap

layer, where the ionization threshold is much higher. Hence,

few if any hole ionization events will occur. If the high-

field layer width is chosen in such a way that the holes are

not heated sufficiently to reach ionization threshold, then the

hole ionization can be fully suppressed. At the same time, a

substantial electron ionization rate may be retained, because

the electrons reach their peak energy within the narrow-gap,

GaAs layer. The key issues in design of this device are that
the high-field region must be sufficiently narrow, and the built-

in field be sufficiently low so that the holes do not impact

ionize within the GaAs, yet significant electron ionization is
still retained.

In the case of the AIGaAs doped structure, the doped

layers are formed in the wide-bandgap material, AIGaAs.
This variation of the device is often called the doped barrier

device. The electrons are heated in the high-field region in the

AIGaAs layer prior to injection into the GaAs layer. Though

the key issues in design of this device are still that the high-

field region must be narrow enough and the built-in field be

sufficiently low to suppress hole ionization, the conditions are
less restrictive in this structure than that of the GaAs-doped

structure, due to the fact the ionization threshold is higher in

the AIGaAs layer.

The analysis of the device presented here is based on
an ensemble Monte Carlo simulation incorporating the full

details of the band structures, all the relevant phonon scattering
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TABLE I

E_'Ecr OF VARL_T_ONSOF LAY_ WIDTHS, BUn.T-iN F_,.V Sn_GTH, AND APPLn_V Ety.crmc FIELD STt_GTH

ON THE CALCULATED EL_rRON AND HOLE ION_.AnON COEI_-']CIEN'rSm A GaAs-D_.TA-DOpED MQW SrRUCTU_

Device Structure

Low-Field GaAs Layer Width = 200 A Applied Field = 75 kV/cm

Built-in Field = 500 kV/cm AIGaAs Layer Width = 500 A

High-Field GaAs Layer Width = 200 A

Case I: Varying the High-Field Layer Width

High Field GaAs Built-in Field _ p 3 Q

Layer Width (A) (kV/cm) (cm- l ) (cm- i )

200.0 500.0 7.45 x 103 0.095 0.0 0.0

225.0 500.0 1.06 × 104 0.125 3.23 x 10 ] 2.97 × 10 -4

250.0 500.00 1.45 X 104 0.173 9.7 x 101 9.2 X 10 -4

% of Holes

Ionizing

0.0

0.22

0.67

Case 2: Varying the Built-in Field

High Field GaAs Built-in Field o p _ Q % of Holes

Layer Width (A) (kV/cm) (cm- 1 ) (cm- 1 ) Ionizing

200.0 500.0 7.45 x 10 s 0.095 0.0 0.0 0.0

200.0 525.0 1,03 x 104 0.123 1.6 x 101 1.45 x 10 -4 0.11

200.0 550.00 1.29 x 104 0,155 3.4 x 10 t 3.0 x 10 -4 0.22

Case 3: Varying the Applied Electric Field, (High-Field Layer Width ffi 200.0 _)

Applied Field Built-in Field o P _ Q % of Holes

(kV/cm) (kV/cm) (cm- l ) (cm- 1) Ionizing

75.0 500.0 7.45 × 10 a 0,095 0.0 0.0 0.0

85.0 500.0 9.65 x 103 0.113 3.1 x 101 2.94 x 10 -4 0.22

100.0 500,00 1.30 × 104 0.134 5.73 x 101 5.2 × 10 -4 0.44

Case 4: Varying the Low-Field AIGaAs Layer Width (Low-Field GaAs Width = 150 ./k)

Low-Field

AIGaAs Layer Built-in Field t_ P ',3 Q % of Holes

Width (A) (kV/cm) (cm- i ) (cm- 1 ) Ionizing

500.0 500.0 8.31 x 10 a 0,078 0.0 0.0 0.0

450.0 500.0 8.0 x 10 a 0.076 3.1 x 101 2.5 x 10 -4 0.22

400.0 500.00 8.7 x 10 3 0.075 7.5 X 101 5.6 X 10 -4 0.56

mechanisms, and the Keldysh formula [8] for the impact

ionization transition rate using a moderately soft threshold

energy. The full details of our approach have been reported
exhaustively in the literature [8], [9], [13] and will not be

repeated here. Through computer experiments, the effect of the

device geometry and electric fields on the device performance
can be isolated and independently assessed.

1II. CALCULATED RESULTS

In general, the ionization rates depend upon several inde-

pendent device parameters, such as the layer widths, doping
concentrations (i.e., the built-in field strength), and the applied

electric field strength. This dependence can be most easily

studied through computer experiments. One parameter at a
time is varied, and its effect on the ionization rates and other

quantities of interest, such as trapping, is determined. In this

way, the optimal design of the device can be reached.

There are five independent parameters that can be adjusted

in the computer experiments: the applied electric field, the

built-in electric field, which is related to the charge density

by the equation Eb = qd/e [12], the high-field layer width,
the low-field GaAs layer width, and the low-field AIGaAs

layer width. The high-field layer width is defined as the

layer sandwiched between the two delta-doped regions, as

shown in Fig. 1. The low-field AIGaAs layer is the first layer

immediately to the right of the p+ contact, as shown in Fig. 1.

The low-field GaAs layer is the layer placed immediately

to the right of the n-type delta-doped region. There are two

major issues that govern the device performance. First, the

electron temperature must be high within the GaAs layer
to obtain a high impact ionization rate. Second, the hole

temperature within the GaAs layer must be low enough to

inhibit hole ionization. In the following we will examine how

each individual device parameter influences the two design
issues.

Table I shows the effects of

device parameters on the electron

probabilities per stage, P and Q

the variation of different

and hole impact ionization

respectively, for the GaAs
doped device. The electron and hole ionization rates as a

function of inverse distance, c_ and _, are also reported.

Because the hole ionization rate is designed to be and is

calculated to be small for the designs considered, we report

the percentage of holes that ionize in addition to Q and/3. The

device parameters and electric field strengths are listed at the

top of the table. For each case listed, one parameter is varied at

a time keeping the other parameters fixed at their original listed
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TABLE I1

EFFECT OF VARIATIONSOF LAYER WIDTHS, BUILT-IN FIELD STRENGTH, AND APPLIED ELECTRIC FIELD STRENGTH ON
THE CALCULATED ELECTRON AND HOLE IONIZATION COEFFICIFJqTS IN AN AIGaAs-DELTA-DoPED MQW STRUCTURE

Device Structure

Low-Field GaAs Layer Width = 100 A Applied Field = 175 kV/cm

Built-in Field = 400 kV/cm AIGaAs Layer Width = 500 J_

High-Field GaAs Layer Width = 150 A

Case 1: Varying the High-Field Layer Width

High Field Built-in Field o p ,3 Q % of Holes

AIGaAs Layer (kV/cm) (cm- 1) (cm- 1 ) Ionizing

Width (A)

150.0 400.0 1.47 x 104 0.1 I0 0.0 0.0 0.0

175.0 400.0 2.04 x 104 0.159 1.39 x 101 1.08 x 10 -4 0.11

200.0 400.00 2.42 × 104 0.194 5.(;4 x 10 ] 4.51 x 10 -4 0.44

Case 2: Varying the Built-in Field

High Field Buih-in Field o P 3 O % of Holes

AIGaAs Layer (kV/cm) (cm- 1 ) (cm-t) Ionizing

Width (A)

150.0 400.0 1.47 x 104 0.110 0.0 0.0 0.0

150.0 425.0 1.75 x 104 0.132 2.83 x 101 2.12 x 10 -4 0.22

150.0 450.00 2.14 x 104 0.160 2.81 X 101 2.11 x 10 -4 0.22

Case 3: Varying the Applied Electric Field {High-Field Layer Width = 200.0 A)

Applied Field Built-in Field o p ;J Q % of Holes
(kV/cm) (kV/cm) (cm- 1 ) (cm- 1 ) Ionizing

175.0 400.0 1.47 × 104 0.110 0.0 0.0 0.0

185.0 400.0 1.G9 X 104 0.126 4.0 X 101 3.0 X 10 -4 0.33

200.0 400.00 2.08 X 104 0.154 7.73 X 101 5.8 X 10 -4 0.67

Case 4: Varying the Low-Field AIGaAs Layer Width

Low-Field

AIGaAs Layer Built-in Field o P 3 Q % of Holes
Width (A) (kV/cm) (cm- t ) (cm- ] ) Ionizing

500.0 400.0 1.47 x 104 0.110 0.0 0.0 0.0

450.0 400.0 1..'35 x 104 0.108 1.42 X 101 1.00 x 10 -4 0.11

400.0 400.0 1.66 x 104 0.109 2.96 x 101 1.92 x 10 -4 0.22

values. It is obvious from the table that the electron ionization

rate is most sensitive to the high-field GaAs layer width, the

applied electric field, and the built-in electric field strength.

The electron ionization rate is essentially invariant with respect
to fluctuations in the low-field AIGaAs layer width, at least

for the values considered here. The percentage change in the

electron ionization rate as a function of percentage change in

each parameter is greatest for changes in the built-in field.

This is also true for the holes, though the hole ionization rate

depends nearly as much on the high-field layer width and the

low-field AIGaAs layer width. Subsequently, the device noise

and gain performance are most sensitive to fluctuations in the

doping concentration. Nevertheless, fluctuations in the overall

bias field and the high-field GaAs layer width can also be

important.
Table II shows the effects of the variation of different

device parameters on the electron and hole impact ionization

probabilities per stage, P and Q respectively, for the AIGaAs-

doped device. As in the case of the GaAs-doped structure,
both the electron and hole ionization rate are very sensitive to

the high-field layer width, the applied electric field, and the
built-in electric field strength. However, the difference here

is that the percentage change in the hole ionization rate as a

function of percentage change in each parameter is greatest for

changes in the applied electric field. This is because, first that

the high-field region lies within the wide-bandgap material,

where the ionization threshold is higher. Second, the applied

field used in the simulation is relatively high, chosen so as to

avoid hole trapping at the heterointerface. The applied field
alone is close to that needed to cause hole ionization within

GaAs. Therefore, a small increase in the applied field will lead

to a relatively large increase in the hole ionization rate in the

device.

The hole temperature in the GaAs low-field layers not only

depends on the high-field layer width and built-in field, but also

depends on the AIGaAs layer width, as shown by Case 4 in
both Tables I and II. The holes must cool within the AIGaAs to

a temperature low enough that upon reinjection into the GaAs

layers they do not subsequently obtain the energy necessary
to impact ionize. If the A1GaAs layer is made too narrow, the

holes reenter the GaAs with energy sufficiently high to reach
the ionization threshold in GaAs. On the other hand, if the

AIGaAs layer is too wide, then the bandwidth of the device
will suffer.
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Another important issue that needs to be taken into account

is carder trapping. If some of the carders are trapped within
the narrow-bandgap layer and are subsequently unable to be

collected, the resulting device performance is poor. In the

GaAs-doped structure, since holes enter the wide-bandgap

material layer after being accelerated in the high-field GaAs

layer, hole trapping at the heterointerface is negligib!e. This is
of course due to the fact that the holes are heated to high energy

from the action of the built-in field just prior to their encounter
with the heterointerface. However, the electrons enter the

wide-bandgap layer after being cooled within the low-field

GaAs layer. Thus, some electrons may become trapped at
the heterointerface. In order to explore the effect of carder

trapping in the device, we track the electron locations within

the device and report those locations after 14 ps of simulation
time. We choose 14 ps of simulation time since the system

has reached steady-state conditions at this point. Fig. 2 shows

electron position profiles after 14 ps of simulation time for
three device structures, varying only in the width of the low-

field GaAs region. In Fig. 2(a), there is no significant electron

trapping, as evidenced by the lack of counts in the left tail
of the distribution. In contrast, as the low-field GaAs layer

width increases in size, some of the electrons become trapped

in the initial stages of the device, as can be seen from the

appearance of counts in the left tail of the distribution in

Fig. 2(b). Finally, at a low-field GaAs layer width of 200

A, as shown in Fig. 2(c), electrons are trapped throughout

the device, as evidenced by the counts everywhere within
the structure. From these calculations, it is obvious that the

low-field GaAs layer width needs to be narrow enough such
that the electrons still retain sufficient energy to overcome the

barrier formed by the conduction band-edge discontinuity and

hence avoid trapping. On the other hand, the low-field GaAs

width should be longer than the mean free distance for electron

impact ionization. In addition, the GaAs layer width should be

long enough such that the injected holes can relax the energy

gained from the valence band-edge discontinuity in order to

avoid hole multiplication.

In the AIGaAs-doped design, however, electron trapping

is less significant than hole trapping. In this case, the hetero-

junction is formed at the interface between the low-field GaAs

layer and the delta-doped AIGaAs layer. Since the holes enter

the GaAs layer already cooled from their transit across the
low-field AIGaAs layer, when they reach the heterointerface,

if the applied field is too low, hole trapping can occur. Fig. 3

shows hole position profiles after 14 ps of simulation time
for three AIGaAs-doped device structures, varying only in the

width of the low-field GaAs region. As can be seen from

Fig. 3(a), there is no significant hole trapping in a design

with only a 50-A-wide GaAs layer. When the GaAs layer

is widened, as shown in Fig. 3(b), some of the holes become

trapped in the initial stages of the device. Finally, there is

serious hole trapping in Fig. 3(c) when the GaAs layer is
increased to 200 A in width. As in the case of the GaAs-

doped structure, the low-field GaAs layer width needs to be
narrow enough so the holes don't lose too much energy gained

from the valence band edge discontinuity. Consequently, they

can then overcome the barrier and avoid trapping. On the other
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Fig. 2. Electron position profiles after 14 ps simulation time. (a) Low-field
GaAs layer width = 100 A. (b) Low-field GaAs layer width = 150 A. (c)

Low-field GaAs layer width = 200 A. Other device parameters are: applied

field = 75 kV/cm, built-in field = 500 kV/cm, i-GaAs high-field width = 200
A, i-AIGaAs width : 500 A.

hand, the gain per stage suffers substantially as the GaAs layer
width is made smaller. This is due to the emergence of spatial

quantization effects, which act to increase the effective impact

ionization threshold energy as well as reduce the effective

kinetic energy boost from the conduction and valence band

edge discontinuities [ 14]. When spatial quantization within the

GaAs well is appreciable, the electrons and holes can no longer

thermalize to the conduction and valence band edges. Instead

they can thermalize at most to the n = 1 states within the



WANG AND BRENNAN: DESIGN ISSUES OF GaAs AND AIGaAs DELTA-DOPED p-i-n QUANTUM WELL APD'S 1161

m3
(p

"6
'I-

"6

u

0 r

2.000 4.000 S,O00 8.000 I0,000 12,000

Distance (angstrom)

(a)

"6
-r

r.

o-

,, l
0

i

2,000 4,000 S,O00 o00

Distance (angstrom)

(b)

10,000 12,000

"64
T

o

O.

2.ooo 4.ooo a,ooo s,ooo

Distance (angstrom)

(c)

10,000 12.000

Fig. 3. Hole position profiles after 14 ps simulation time. (a) Low-field GaAs

layer width = 50 A. (b) Low-field GaAs layer width = 100 A. (c) Low-field

GaAs layer width = 200 ,_. Other device parameters are: applied field =

175 kV/cm, built-in field = 400 kV/cm, i-A1GaAs high-field width = 150 _.

i-AIGaAs width = 450 _.

well. As a result, the effective bandgap increases leading to a

decrease in the impact ionization rate.

It should be noted that the trapping calculation made using
the Monte Carlo simulation serves only as an estimate of the

degree of trapping present in the device. The inclusion of

quantum mechanical effects at the interface may reduce the

carrier trapping problem, since spatial quantization levels form
in which the carriers accumulate. As a result, the carders do

not thermalize to the band edge, resulting in a reduced effective

barrier height. In addition, other quantum mechanical effects

such as tunneling or tunnel-assisted thermionic emission can

reduce carrier trapping at the heterobarriers. The Monte Carlo

calculation then serves as a "worst case" estimate of the

cartier trapping. A more accurate model that includes quantum
mechanical effects, such as that described by [15], may be

more useful in determining the extent of trapping in these

structures.

Charge trapping at heterostructure interfaces, particularly
for InGaAs-InP separate absorption-multiplication APD's, has

been shown to be reduced by three different schemes. These

are insertion of a quaternary layer [16], insertion of a graded

band-gap region [17] and the use of a doped interface dipole

[18]. Miyoshi et al. [15] have shown that hole pile-up at the
heterostructure interface is most effectively reduced using a

graded barrier scheme. A graded AIGaAs barrier region could

potentially be incorporated into the delta-doped APD device
structure, though at the expense of added complexity.

IV. CONCLUSIONS

We have presented two new delta-doped APD devices that

retain the potential performance of the original doped p-i-

n quantum-well structures, yet offer a greater probability of

being experimentally optimized. The primary advantage of
the delta-doped designs is the greater level of control of the

doping concentrations within each stage of the device afforded

by the delta-doping technique. By carefully controlling the

doping concentrations, full depletion of the device should be

possible, thereby sustaining low-noise operation at high gain.
The device stages consist of a widegap A10.asGa 0.6sAs layer

followed by delta-doped p and n layers. In the first design, the

doping layers are made within GaAs, while they lie within
AI o.35Gao.6sAs in the second design. Using an ensemble
Monte Carlo simulation, the effects of each individual device

parameter, such as the layer widths, and the built-in and

applied electric field strengths on the device performance are
assessed.

The fundamental tradeoff present in the design of the

device is that the doping concentration and high-field layer

widths must be sufficiently low such that the hole ionization

is completely suppressed, yet large enough to cause sizable
electron ionization. Due to the different electron and hole

ionization mean free paths and the asymmetry of the basic unit
cell of the device, both constraints may be satisfied. The width

of the low-field A1GaAs layer can also be adjusted to lower
the hole ionization rate, and thus serve as an additional means

of controlling the device performance. For the GaAs-doped

device, the gain per stage is typically smaller under conditions
of zero hole ionization. Nevertheless, this design is probably

more practical since high doping is easier to achieve presently
in GaAs than in AIGaAs. The AlGaAs-doped structure can be

operated at higher fields yielding higher gain per stage, due to
the fact that the high-field region is within the wide-bandgap

material layer where the ionization threshold is higher.
Because of the asymmetry of the device structures, hole

trapping is negligible in the GaAs-delta-doped structure, while

electron trapping is negligible in the AIGaAs delta-doped

device. However, carder trapping can be severe if the applied
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field is too low and the GaAs low field layer width is too

wide. As such it is necessary to reduce the GaAs low-field

layer width to minimize carrier trapping. Therefore, several

device tradeoffs must be considered when designing a delta-

doped APD structure in order to achieve high gain at low

noise and at low carrier trapping.
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Theoretical Study of the Effect of an A1GaAs Double
Heterostructure on Metal-Semiconductor-Metal

Photodetector Performance
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AbstractD The Impulse and square.wave Input response of
different GaAs metal-semiconductor-metal photodetector (MSM)
designs are theoretically examined using a two dimensional drift.
diffusion numerical calculation with a thermionic-fieid emission
boundary condition model for the heterojunctions. The rise time
and the fall time of the output signal current are calculated
for a simple GaAs, epitaxially grown, MSM device as well as
for various double-beterostructure barrier devices. The double
heterostructure devices consist of an AIGaAs layer sandwiched
between the top GaAs active, absorption layer and the bottom
GaAs substrate. The effect of the depth of the AIGaAs layer on
the speed and responsivity of the MSM devices is examined. It
is found that there is an optimal depth, at fixed applied bias, of
the AIGaAs layer within the structure that provides maximum
responsivity at minimal compromise in speed.

I. INTRODUCTION

'ETAL-semiconductor-metal (MSM) photodetectors are•becoming increasingly attractive in optoelectronic com-

munication systems, high-speed chip-to-chip connections, and

high-speed sampling applications [ 1]. The principal advantages

of MSM photodetectors that make them an excellent choice

for on-chip detectors are their responsivity-bandwidth perfor-

mance, compatibility with existing planar integrated circuit

technologies, and relatively low voltage operation [1]. Im-

provement in MSM detector design structures, specifically the
introduction of a GaAs/A1GaAs heterostructure, has advanced

the realization of these applications [2].

The basic MSM detector structure is shown in Fig. 1. This
structure consists of interdigitated metal fingers formed on the

top surface of a semiconductor layer. Light incident on the top

surface of the MSM structure is absorbed within the underlying

semiconductor resulting in the creation of electron-hole-pairs

(EHP's). The application of a bias to the metallic fingers

creates an electric field within the underlying semiconductor

which acts to sweep the photogenerated carriers out of the

device. How fast these carriers are collected and how many

of them actually survive to the contacts within a particular

collection time determine the speed and the responsivity,
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GENERA.L METAL-SEMICONDUCTOR-METAL b'IRUCTURE

Fig. !. Schematic diagram of an interdigitated metal-semiconductor-metal

(MSM) structure.

respectively, of the detector. Carders generated deep within the

semiconductor must traverse a greater distance before they are

collected at the contacts compared to those generated near the

surface. Depending upon the magnitude of the electric field
within the semiconductor, the time needed to collect those

carders generated deep in the device can vary drastically.

Under low bias conditions, -_magnitude of 5-10 V, which is

typical for most integrated circuit applications, this collection

time can be prohibitively long in high speed applications.

It has been suggested that the insertion of a double het-
erostructure layer can improve the time response of MSM

detectors [2]. The double heterostructure layer acts to block

those carriers generated deep within the device structure. As

a result, only those carders photogenerated within the top

absorption layer are collected leading to a fast overall response.

However, as described above, the responsivity principally

depends upon the number of photogenerated carders collected

at the contacts. A high responsivity, especially at low input

power levels, dictates that most of the photogenerated carders

be collected. Since many of the photogenerated carders are

produced deep within the semiconductor layer, the insertion of

a double heterostructure layer in order to improve the speed

of the device, necessarily reduces its responsitivity as well.
Therefore, there exists a fundamental tradeoff between the

speed of response and responsivity of a heterostructure MSM
detector.

It should be noted that the absorption coefficient varies

strongly with the optical wavelength. In this paper, we ex-

amine the response of the photodetector to only one incident

wavelength, 840 nm. The speed of response of the detector can

0018--9383/94504.00 © 1994 IEEE
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be quite different at other wavelengths since the absorption

may occur closer to the surface or deeper into the device.

If for example, the absorption depth is much smaller than

the interdigitated finger spacing then the detector's speed of

response is limited by the finger separation and the placement

of the AIGaAs layer has minimal effect. However, at an

incident wavelength of 840 nm the absorption depth and finger

separation are comparable and the placement of the AIGaAs

layer becomes imporlant. Therefore, the tradeoff between the

speed of response and the responsitivity discussed herein

applies principally to incident light at 840 nm.

In this paper, we present results of a theoretical study of

the performance of a GaAs based MSM detector examining
the effect of including a sandwiched AIGaAs layer between

the active GaAs layer and the substrate. A two-dimensional
drift-diffusion numerical calculation in combination with a

thermionic-field-emission model is employed in this study.

The drift-diffusion/thermionic emission model along with the
details of the numerical solution method used are described in

Section II. Calibration of the model and comparison to existing
models is discussed in Section III. In Section IV different

GaAs MSM double heterostructure devices are examined using

the model. In Section IV we examine the effect of the AlGaAs

layer on the rise time, fall time, and the magnitude of the

output signal current and optimize the placement of such a

layer as it relates to these parameters.

II. MODEL DESCRIPTION

To understand the behavior of photo=generated carriers
under the influence of drift and diffusion forces, Poisson's

equation, the current continuity equations for electron and

holes, and a rate equation for charged traps are solved on a two

dimensional simulation domain for the electrostatic potential,
and the carrier concentrations. The drift-diffusion approach

is sufficient to characterize the operation of MSM detectors

since these devices are typically of the order of microns in

length and width. In this study, the detectors examined are
restricted in dimensions to several microns where the drift-

diffusion approximation is valid. The basic equations used in
the simulator are [3], [4]:

Co_sV2¢ = -q(p -- n + No - NA + nt) (1)
1 On

--V. J,, - C,_ + P,.,.,+ _ = 0 (2)q
op

IV. Jp - Gp +P'-v + _ = 0 (3)
q

J,, = q#.nEn + qD.Vn (4)

Jr = q#vpSv - qDvVP (5)

dnt
d----t= (R_ - a.)sRtt -- (1_ -- Cp)sRn (6)

where • is the electrostatic potential, n and p are the electron

and hole carrier concentrations, ND,A are the donor/acceptor

concentrations, nt is the electron-filled trap concentration,

Jn,p are the electron/hole currents, Rn,p and Gn,n are the
electron/hole recombination and generation rates, #n,n and

D..n are electron/hole mobilities and diffusivities, and the
subscript SRH in (6) denotes the Shockley-Read-Hali events.

In most situations, the trap density is such that the effects

of (6) are negligible [3]. The terms P_,n used in (2) and

(3) represent the sum of Shockley-Read-Hall, radiative, and

Auger recombinations for electrons and holes [4]. The optical

generation rate, G, is generally assumed to be gaussian for the

impulse response and is typically given as [5]

Wp ( (t-to)2_a. = G,=  , .bs-exp )

( (=-_._ ]. exp (--a_,b,y) (7)
exp

where W v is the peak optical power density incident on
the surface, hv is the photon energy, a,_b, is the absorption

coefficient, xo is the location of the center of the beam, to is the

location of the optical input peak, at and a_. are related to the

full width, half maximum (FWHM) of the pulse. In this paper,

we examine the response of only a representative unit cell of

the device in which the illumination is practically uniform.
The beam is assumed to be centered within the unit cell. Given

the dimensions of the unit cell, the lateral decay of the beam

is negligible within the calculations presented here. Therefore,

for simplicity, uniform illumination is assumed laterally within

the unit cell and the spatial exponential term in (7) is set

to unity. The metallic fingers are assumed to be completely

transparent. In practice, there are of course shadowing and
reflective losses at the metallic surface which would lead to a

reduction in the amount of photogenerated carriers within the

underlying semiconductor material. For simplicity and due to
a lack of detailed information about the extent of these losses,

we assume here that no losses occur.

A standard field-dependent mobility for the electron mobil-

ity, _,_ [4] is used,

F a

I_no + Vs'_o4
u,, = (8)

(,)'
where #no is the zero field mobility, Fo is the critical electric
field, F is the local electric field, and v. is the saturation veloc-

ity. The hole mobility is assumed to be constant, independent
of the electric field. It is further assumed that the Einstein

relation holds for the diffusivities. The use of the Einstein

relation, though universally accepted, is not totally correct

since it applies only strictly to equilibrium. Improvement over
the Einstein relation necessitates determining the mobility

and diffusivity using more exact methods of solution of the

Boltzmann equation, i.e., the ensemble Monte Carlo technique.

Presently, this information is not available to us and thus for

simplicity, the Einstein relation is adopted as is typically done
in drift-diffusion solutions.

The model's modifications made to handle heterojunctions

follow the same approach as given by Sutherland and Hauser

[6]. In addition, a thermionic-field emission boundary condi-

tion is used to specify the current density at heterojunction
interfaces. The thermionic emission boundary condition [7],

[8] is implemented in parallel with the drift-diffusion model.
The actual current across the heterointerface is limited by



1114 IEEE TRANSACTIONS ON ELECTRON DEVICES, VOL. 41, NO. 7, JULY 1994

either the thermionic emission or diffusion current, depending

upon which is smaller. In the present model, the drift-diffusion
and thermionic emission current densities at the heterointerface

are computed and compared. The actual current density across

the heterointerface is then given by the smaller of these two

quantities ensuring that the current across the junction is either

thermionic emission or diffusion limited. Tunneling across the

heterojunction is modeled based on the theory of Crowell and

Rideout [9] and as developed in [10]. The tunneling current

density is added at the heterojunction interface to give the total

current density across the interface•

Equations (1)-(6) along with the proper boundary conditions
can be solved for the three fundamental variables 9, n, and p.

The Dirichlet boundary conditions of the electrostatic potential

used at the Schottky contacts are

¢ = Cb + ¢_pp- ¢, (9)

where _b is the built-in potential, t_T/ap p is the applied bias

voltage, and 9, is the Schottky barrier height. From the
thermionic emission and diffusion theory of Crowell and Sze

[11] the carrier concentrations at the Schottky contacts are

specified in terms of the current density passing through them
as [3], [4], [12]:

J. . h = -qv.(n - no)

Jp . h = qvp(p - Po) (I0)

where v.,p are the electron/hole thermionic recombination
velocities, h is the unit normal vector, and no and po are

the equilibrium electron and hole carrier recombination at the

Schottky contacts. Specifically, no and po are given as

no = Nee (-q¢lkBr) (11)

Po = gve (q(_-Ev'r')/kBT) (12)

where Arc and N,, are the electron and hole effective density of

states, and Egao is the energy gap. At any interface, Gauss's
law can be applied to relate the normal component of the

electric flux density to the interface charge as

• -- Emat2 " _ = QINT (13)Ematl _ matl mat2

where Qint is the interface charge. The free surface carrier
concentrations are determined from conditions on the normal

current [4], [12]:

3", • h = q- R surf (14)

Jr" h = q . R surf (15)

where R surf is the surface recombination rate. Equations

O2)-(14) reduce to the usual Neumann boundary conditions

when the interface charge and the surface recombination rates
vanish.

The box integration approach of the finite difference method

[4] is used to discretize (1)-(6). These equations are then

solved with their appropriate boundary conditions on a nonuni-

form, two-dimensional mesh consisting generally of 75 x 33

points. The Scharfetter--Gummel technique [4], [13] is applied

in the formulation of the discretization equations. The resulting

system of equations is linearized using Newton's method.

Due to storage and computation time limitations the Gaussian

elimination method is deemed inappropriate for the solution

of the linearized system. Therefore, the system of equations is

solved using an iterative approach known as the bi-conjugate

gradient squared (BICGS) method [14], [15]. Only nonzero

elements in the matrix are stored using this approach greatly

reducing the data storage requirements of the code. After

the program reaches convergence, the potential and carrier

concentration profiles are readily available, from which most

of the macroscopic variables of interest can be calculated. The

current densities, J. and Jr, are calculated from (4) and (5)

using Scharfetter--Gummel's exponential scheme [ 13] for the
carrier concentrations.

III. CALIBRATION OF THE MODEL

To demonstrate the accuracy of the model described above

it may seem at first that direct comparison to experimental
measurements would be best. However, this is not an easy

task since information about the experimental setup is actu-

ally needed to accurately compare the theoretical results to

experimental measurements. Different authors [5], [16] have

attempted comparing the calculated response of GaAs MSM

photodetectors from the drift diffusion model to experimental
measurements. Landheer et al. [16] found that an equivalent

circuit model for the experimental setup is needed to accurately

compare the theoretical results to experimental measurements.

The output current predicted by the circuit model of Landheer

et al. [16] did not lead to very accurate agreement with the

experimental measurements. This discrepancy is apparently

due to the simplistic treatment of the external circuit and the

lack of complete knowledge of the experimental circuit param-

eters. Alternatively, Sano [5] proposed an analytical model for

GaAs MSM photodetectors based on the solution of the drift

diffusion equations (1)-(6). The analytical model used is an

equivalent RC circuit model in which the resistance, R, and

the capacitance, C, are calculated based on the electric field
and carder concentrations obtained from the drift diffusion

solution. The equivalent circuit model was implemented in a
SPICE-like circuit simulator and the transient responses from

the circuit simulation were compared with measured responses

for an MSM photodetector. Though Sano [5] achieved good

agreement between the circuit simulator and the experimental

measurements, this is accomplished by numerically adjusting

the circuit parameters in the model to ensure agreement with

the experiment. Therefore, direct comparison of the drift

diffusion results to experiment is hampered by the insufficient

information about the experimental setup used in the measure-
ments. In the absence of information about the experimental

setup we choose to compare our model instead to other existing
numerical models.

We have compared the results obtained using the present

model against several existing device simulators and against a

I-D analytical solution for a simple l #m GaAs p-n junction

diode. The donor and acceptor concentrations chosen for this
test device are ND = NA = 1017cm -3 and the cartier

mobilities are #. = 7000cm2/V-s and #p = 300cmZ/V-s.



SALEM etal.:THEORETICAL STUDY OF THE EFFECT OF PHOTODETECTOR PERFORMANCE l115

0.7

E O.6

i

0.5

,_,0.4

0.3
0 0.2 0.4 0.6 0.8

X-Ax_ {_l

Fig. 2. Comparison of the electrostatic potentials obtained from three differ-
ent numerical solutions for a GaAs pn junction diode forward biased at 1 V:

current program (circles), PC-1D (diamonds), and STEBS-2D (squares).
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Fig. 3. Comparison of the electron and hole concentrations for a GaAs pn

junction diode forward biased at 1 V calculated from the current program

(circles), PC-ID (diamonds), and STEBS-2D (squares).

Fig. 2 shows the calculated electrostatic potential • obtained

from the present model and from two other simulators, PC-1D

[17] and STEBS-2D [18]. PC-ID is a commercial, one-
dimensional, drift-diffusion model released by Sandia National

Laboratory and STEBS-2D is a full hydrodynamic model

developed at the Georgia Institute of Technology. The car-
tier concentrations obtained from the three models are also

presented in Fig. 3. As can be seen from inspection of Figs. 2
and 3, the present program shows precise agreement with the
other two models under comparable conditions.

The electrostatic potential within the p-n junction diode

calculated using the present model can also be compared

to a simple one-dimensional analytical solution of Poisson's

equation using the depletion approximation. Inspection of

Fig. 4 shows good agreement between the numerical model
and the analytical model except near the edge of the depletion

region where the depletion approximation fails to properly
account for the tails in the carrier distributions.

IV. APPLICATION TO MSM PHOTODETECTORS

The presentnumerical model isappliedto study the re-

sponse of GaAs based metal-semiconductor-metal(MSM)

photodetectors.The generaldevice structureconsideredis

sketched in Fig. I above. The barrierheightassumed for

the Schottky contactsin the structureis 0.7 V and the
GaAs materialistaken as semi-insulatingwith a background

doping concentrationof ND = 10Iscm -3. The intcrdigitated
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Fig. 4. Comparison of the electrostaticpotentialsfor a GaAs pn junction
diode forward-biased at I V calculatedfrom the present model (circles)

and a one-dimensional analyticalsolution (diamonds) using the depletion

approximation.

TABLE I

MATERIAL PARAMETERS USED

Parameter Units GaAs Ref. A1GaAs Ref

Electron Mass (m_,) -- 0.061 [18] 0.088 [18]

Hole Mass (m_) -- 0.48 [18] 0.56 [181

Dielectric Constant (e') -- 13.1 [18] 12.4 [18]

Energy Gap (Eg) (eV) 1.42 [18] 1.74 [18]

Electron Affinity (_.) (eV) 4.06 [19] 3.80 [19]

Electron Mobility (p.) (cm_/Vs) 7000 [19] 2500 [19]

Hole Mobility (/tp) (cm2/Vs) 300 [19] 150 [19]

Electron Lifetime (r,) (s) 10 -7 [20] 10 -s [19]

Hole Lifetime (rp) (s) 10 -_ [20] 10 -s [19]

Radiative coef. (B) (cm3/s) 2.04 x 10 -l° [21] 2.04x 10 -]o a

Electron Auger Coef (cm6/s) 1.6 x 10 -29 [21] 1.6 x 10 -29 a

(c.)
Hole AugerCoef.(Cp) (cm6/s) 4.64x10 -29 [21] 4.64x10 -29 a

Absorption Coef. (cm- 1 ) 104 [22] 0 b

(Opbs)

ADue to lack of information for AIGaAs. GaAs values are used.

bNo absorption takes place for the AIGaAs at A = 0.84/_m.

TABLE II

INPUT SIGNAL PARAMETERS

Peak Power (IVp) 0.68 mW/cm 2

Wavelength (A) 84.0 nm

Beam Diameter (D) 60/am

Beam's Peak Position (Xo) 2.5 pm

Signal Peak (to) 10 ps

Full Width Half Max. (F'WHM) 5 ps

metallic finger widths and spacings are 1 #m and 3 #m,

respectively. The material parameters used in the calculation,
i.e., the zero field carrier mobilities, lifetimes, etc. are compiled

in Table L These parameters are compiled from [19]-[23].

The parameters used to characterize the optical input signal
are collected in Table II. In these calculations the boundary

condition at the bottom surface and along the sides of the

device is assumed to be floating.

The response of the GaAs MSM device as sketched in

Fig. 1 is compared to a double heterostructure device. The
double heterostructure device consists of an AIGaAs barrier

layer of thickness dz, sandwiched between two different GaAs

layers, of thicknesses dl and d3, as shown in Fig. 5. The
AI concentration within the AIGaAs layer is assumed to be
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Fig. 5. Schematic diagram of the double-barrier heterostmcture MSM show-
ing the sandwiched AIGaAs layer. The solid shaded regions on the top of the

figure represent the Schottky contacts.

held fixed at 25%. Different double heterostructure devices are

examined with variable depths of the AIGaAs barrier layer.

As a result, the active, photo-absorption layer thickness dl,

obviously also varies in these devices.

As described above, the primary function of the buried

heterostructure layers is to block the collection of the carriers

photogenerated deep within the GaAs substrate by preventing
them from diffusing back into the active layer and towards the

contacts. In addition, at low applied bias, the barrier between

the active and the AIGaAs layers acts to confine the photogen-

crated carriers within the active region. At higher applied bias,

the heterostructure blockage of the photogenerated carriers
becomes less effective due to the much greater band bending

present in the device. Subsequently, the location of the AIGaAs

layer greatly effects the charge collection attributes of the
device depending upon the field distribution and the applied

• bias. In the structures examined here, the background doping

is n-type, implying that the primary photogenerated carriers
collected are holes.

The calculated impulse response at different active layer

thicknesses, along with the corresponding rise and fall times of

the signal are displayed in Fig. 6. Five different structures are
examined, four double heterostructure devices and one GaAs

bulk device 6 /am in thickness. The double heterostructure

devices consist of a top GaAs layer, dx, ranging in thickness

from 0.5 to 4 /am, a 1 /am AIGaAs layer, d2, followed by

a GaAs epilayer, d3, ranging in thickness from 4.5 to 1 _um.
Notice that the total width of all three layers combined remains

constant at 6/am. The rise and fall times are defined as the

time it takes the output signal to go from 10% to 90% and
from 90% to 10% of its maximum value, respectively. The

voltage applied to the device is -5 V. As can be seen from

Fig. 6, the fastest response occurs for the device configuration

with a 0.5 /am active layer thickness. This is obvious from
both the curve corresponding to the 0.5 #m device as well

as from its corresponding fall time. However, the maximum

output signal magnitude for the 0.5 #m device is significantly
less than for the other cases. This is as expected, since the

response speed is achieved at the expense of lower output

signal magnitude because the slower carriers, those generated

deep within the device, are blocked from being collected by
the heterojunction barrier. As the active layer thickness dx

increases to 1 /am, more carriers are generated within the

top, active GaAs region. As a result, a greater number of

I

[<,l. OSlVCS_GaA=I/Vaa_.t_A= l1.2 - (R I-a 11114_,mO=_/,_i_,=/GaA= Im l*a _4+/s 4,mo_,=/.,u_,_o'o_,=

" I_ L_ a_'_

o.,,I I\N *=a
0.4 : • wr,,*

0.2

0
0 20 40 60 80 100

T_ne[pSl

Fig. 6. The calculated impulse response at different active layer thicknesses
for the double-barrier MSM heterostructure at an applied bias of --5 V.

The doping levels are 10 ]s cm -3 for the GaAs layers and 10 tr cm -3

for the AIGaAs layer. Curve 5 is for the case without the AIGaAs layer.

The numbers in the legend represent the layer thickness in microns of the

GaAs/AIGaAs/GaAs layers as shown in Fig. 5. Also included are the rise and

fall times for each of the 5 curves.
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Fig. 7. The maximum output current signal as a function of active layer

thickness for the double-barrier MSM heterostructure.

photogenerated carriers are collected producing a higher output

signal current. Though the dl = 1/_m device does not show

as rapid a collection of the photogenerated carriers as the

dl= 0.5/am device, the field is sufficiently strong and the

carriers are still relatively close to the collecting contacts that

a reasonably high speed of response is retained; a fall time of

22 ps is achieved as compared to 13 ps for the 0.5 #m device.

If the active layer thickness is increased further to 2/am, the
same trend is observed; more carries are collected from the

bottom of the active layer resulting in a longer fall time, ,-,42

ps, and slower speed of response. Interestingly, the maximum
output signal current ultimately decreases with increasing all.

The maximum signal current is plotted as a function of active

layer thickness in Fig. 7. As can be seen from Fig. 7, the output

signal current reaches a maximum for an active layer thickness
of dl= 2/am. The maximum signal current is significantly

less for a device with dl = 4/am than with dl = 2/am, though

the fall times are comparable. Clearly, at an applied bias of

-5 V, there exists an optimal thickness, in terms of speed of

response and collection efficiency, for layer dl.

In an attempt to understand the origin of the peak in the

output current signal versus active layer thickness curve, we
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Fig. 8. Electric field vector plot at the time-step corresponding to the peak

current showing the direction of the electric field at each mesh point within the

two-dimensional simulation grid used for the 2.0 pm active layer thickness

device. The AIGaAs layer is located 2.0 #m from the top and is 1.0/_m in

thickness. Only the top 3 ttm of the device is shown in the figure. The right top

contact of the device is biased at -5 V with respect to the left top contact. The

horizontal channeling of the electric field at the middle of the heterobarrier

is due to the accumulation of electrons within the AIGaAs trapped by the

potential band bending at either interface. Notice that the lateral component
of the electric field vanishes within the active region above the heterobatrier.

have examined the electric field profiles within each device.

Field vector plots showing the direction of the electric field

at each mesh point within the device are shown in Figs.

8 and 9 for the 2.0 and 4.0 #m active layer thickness

devices, respectively. Comparison of the two figures clearly

shows that the lateral field component essentially vanishes
near the heterostructure in the 2.0 #m width device, while

a significant lateral component persists within the 4.0 #m
width device. The electric field points vertically away from

the heterostructure acting to accelerate the photogenerated

holes towards the collecting contacts in the 2.0 #m device.

Alternatively, in the 4.0 #m device, the lateral component
of the electric field acts to acclerate the holes to some extent

laterally. As a result, the hole trajectory for collection is longer,

effectively delaying their collection at the contacts. Since the

holes spend more time in this region their chances of suffering
a recombination event increase, leading to a reduction in

the collected current. Subsequently, this could result in an
increased collected current within the 2.0 #m width device

than in the 4.0 tzm width structure. A more detailed analysis of

this problem using a more sophisticated, hydrodynamic model
will be made in the future to further test this hypothesis.

The effect of the heterojunction on the response to a square

wave input is considered next. The same model and approach
as described above is used but with a square wave input

signal applied to the device. The output current response to
a square wave input with repetition rate of I OHz and 0.5 ns
duration time is shown in Fig. 10 for different GaAs active
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Fig. 9. Electric field vector plot at the time-step corresponding to the peak

current showing the direction of the electric field at each mesh point within the

two-dimensional simulation grid used for the 4.0/_m active layer thickness

device. The AIGaAs layer is located at 4.0 /_na from the top and is 1.0

pm in thickness. Only the top 3 #m of the device is shown in the figure.

The right top contact of the device is biased at -5 V with respect to the

left top contact. Notice that the electric field "swirls" around deeper within

the active region of the device. The presence of the lateral component of

the electric field acts to increase the trajectory of the carders leading to a

longer time between generation and collection with the subsequent increase

of recombination losses.

layer thicknesses. The applied voltage is again -5 V. It is
clear from this figure that the output signal amplitude peaks

at an active layer thickness of 2/zm and then decreases as the

active layer gets thicker. The explanation for this is similar to
that described above for the impulse response. The rise and

fall times however are not quite consistent with the impulse

response results. This is due primarily to the definition of these

quantities. Although the 0.5 #m curve in Fig. 10 seems to

decay faster than any of the other cases, the fall time, for

example, is not the shortest. This is due to the fact that the
90--10% measure of the fall time depends on the magnitude

of the signal peak itself. Since the signal peak is very much

smaller in the 0.5 #m device, its decay to 10% takes longer
than that for a much higher signal peak, though the signal in

the 0.5/zm device has decayed quicker below some threshold

level. Subsequently, the definition of the rise and fall times

typically given, 10-90% and 90-10% respectively, are of

questionable value when evaluating the performance of an
MSM detector subject to a square wave input. However, it is

clear that the presence and the location of the AIGaAs layer is

critical to the performance of these photodetectors and that the

optimal location of the heterojunction barriers is a function of

the applied bias. This is clearly demonstrated in Fig. 11 where

the applied voltage is increased to -10 V. We note that in this
case the peak in the collected current shifts to the 3/_m active

layer thickness device. The shift in the peak collected current
occurs since the field depletes deeper into the semiconductor
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Fig. 10. The calculated output current response of the double-barrier MSM

beterostructure to a square-wave input at different active layer thicknesses and

under an applied voltage of --5 V. Curve 6 is for the case without the AIGaAs

layer. The numbers in the legend represent the layer thickness in microns for
the GaAs/AIOaAs/GaAs layers as shown in Fig. 5. Also included are the rise

and fall times in picoseconds for each of the curves.

I-.-zP.l+]3n C-t'_'_+_
S I-..zal+_j_lJUC,=_/c_

t+4.+111+_Ca_l,_oa/CWg,
" 1. _T-t_ [pSIFT-210 b=Sl

b._ 4 L RT-152 Los]

_-_eo loS]

0 F'r-_ lpsi

•_ +. m'- _ IpS]F'P-17¢ OPel

1

,1 .... ) .... I, ,,I .... I .................
0

o.1 o.2 o.a 0.4 o.s o.e 0.7 o,a o+

Time [nS]

Fig. I 1. The calculated output current response of the double-barrier MSM

beterostructure to a square-wave input at different active layer thicknesses and

under an applied bias of -10 V. Curve 6 is for the case without the AlOaAs

layer. The numbers in the legend represent the layer thickness in microns of

the GaAs/AIGaAs/GaAs layers as shown in Fig. 5. Also included are the rise

and falltimes in picoseconds for each of the curves.

material. Subsequently, more carriers are swept out by the

relatively high-field producing a greater collected current at
the contacts.

Due to computational limitations, it is presently possible

to simulate the entire substrate. Subsequently, only a small

portion of the substrate can be simulated. In this case, the

bottom surface can be treated either as floating or as an ohmic

contact. The use of an ohmic boundary condition along the

bottom surface leads to qualitatively similar results as those

with the floating surface condition but with some quantitative

difference. The appropriateness of these two boundary condi-

tions needs to be further investigated, which wil be reported
in a future work.

Fig. 12. Two-dimensional conduction band diagram of the double-barrier

MSM beterostructureforthe 2 pm activelayerthicknessdevice at an applied

bias of --5 V.

Finally, we examine the dark current for the device sketched

in Fig. 1 assuming a finger length of I00 #m, typical for most
MSM structures. The dark current is found to be on the order

of 0.6 pA. Moreover, it is also found that it is practically

insensitive to the applied bias in the range from zero to -20

V. This is because, at a 3 #m finger spacing, and at the

applied biases considered here, the built-in potential barrier
at the grounded Schottky contact persists as shown in the

two-dimensional conduction band plot for the 2.0 #m active

layer thickness device in Fig. 12. However, if the voltage

is increased or if the finger spacing is reduced, the applied

voltage at the biased contact punches through to the grounded

contact reducing the built-in potential barrier. As a result, an
increased electron dark current develops. It is expected then

that for a smaller finger spacing (,-,1 #m) and a doping level of
10 zs cm -a that the dark current will increase with increasing

applied voltage [24], [25]. In that case, a top AIGaAs layer

[26] can play an important role in limiting the dark current
of the device.

V. CONCLUSIONS

We have theoretically investigated the effect of including
a double heterostn_cture barrier on the response of MSM

interdigitated photodetectors using a two-dimensional drift-
diffusion model with a thermionic-field emission boundary

condition. To establish the validity of the model we have

compared it to existing models and to a one-dimensional

analytical solution. Excellent agreement with these models
is obtained. The drift-diffusion model is then used to study

the effect of the presence of a sandwiched AIGaAs layer on

the response, as measured by the responsivity and speed, of

MSM photodetectors. The AIGaAs layer introduces a double
heterostructure barrier whose location in the structure greatly
affects the movement of the carriers. We have found that there

exists an optimal location for these heterojunction barriers

for which both high speed and high responsivity can be

achieved for an input optical signal of 840 nm wavelength. The

placement of the AIGaAs harrier depends on the applications
in which the MSM's are to be used. In high speed applications,
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and under low bias conditions, the AIGaAs layer should be

placed near the top surface of the device. To obtain a fast
response under low light illumination levels, the active layer

thickness and the applied bias should be increased. However,

operation at high bias can increase the dark current levels of
the device if the electrode spacing is small. Subsequently, there

exist several tradeoffs in the design of an interdigitated MSM

photodetector. Use of a simulator such as the one described

here, is essential for optimizing a structure for a particular

application.
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Theoretical Study of the Response of InGaAs
Metal-Semiconductor-Metal Photodetectors

Ali F. Salem, Student Member, 1EEE, and Kevin F. Brennan, Senior Member, IEEE

AbstractD We present a theoretical investigation of the re.
spouse of metal-semiconductor-metal (MSM) photodetectors
made of InGaAs lattice-matched to InP using a two-dimensional
drift-diffusion model with a thermionic-field emission boundary
condition for the heterojunctious. The effect of including a top
InAIAs layer to increase the effective barrier height of the metal
fingers on the InGaAs active layer is thoroughly examined and
found to limit the collection of the photocurrent signal due
to the electron and hole barriers that it forms with InGaAs.
Due to the thickness and height of the InAIAs barrier layer
in existing designs, the tunneling current obtained from the
model is found to be negligibly small to significantly affect the
output signal current. In an attempt to obtain a better response,
different design structures including one where a quasi-Schottky
contact is utilized are studied and their speed of response,
breakdown voltage, and dark current are compared to that of
the usual InGaAs device.

I. INTRODUCTION

LANAR metal-semiconductor-metal (MSM) photodetec-tors are becoming an important component in integrated

circuit technologies owing to their ease of fabrication, compat-

ibility with existing field-effect transistors (FET's), and high
responsivity-bandwidth performance [1]. High-performance

GaAs MSM's have been thoroughly investigated [2]-[4] and

found to have an excellent performance in the 0.8/_m wave-

length region. For wavelengths in the low-loss window of

silica fiber-optic communication lines (1.3-1.5 tim), the lower

bandgap material, InGaAs, lattice-matched to InP, has been

under intensive examination [5]-[8]. Unfortunately, the low

barrier height on undoped InGaAs (-,,0.2 V) yields unac-

ceptably large dark currents in photodetectors made with this

material leading to poor overall device performance.
In order to reduce the device dark current, several schemes

have been suggested to enhance the effective barrier height

of InGaAs MSM's by growing a thin layer of a high-barrier

height material on top of the active InGaAs layer [5]-[8].
One of these schemes incorporates a thin, lattice matched

InA1As top layer that has a barrier height of ,,_0.65 eV. A

schematic diagram of this device structure is shown in Fig. 1.

The effective barrier height obtained from the InA1As layer

limits the dark current to acceptable levels but it introduces, in
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4"°t_l n-In_Al_4As(N,--10''cm3) I _
3.98 2_

A

0.0 --J_

1.011m 3.0 iun 1_ Itm

Fig. i. Cross-sectional view of the simulated InGaAs based MSM with an

InAIAs top layer to enhance the effective Schottky contact barrier height of

InGaAs. The top dark- shaded areas are Schottky contacts and the bottom
dark-shaded area is an ohmic contact.

turn, large barriers for electrons and holes [5] thereby limiting
the collection of the photogenerated carders and hence the

performance of the device.

The performance of the InAIAs-InGaAs-InP device

sketched in Fig. 1 under both dark and illumination conditions

has been studied experimentally by several authors [5]-[7] In

order to illustrate the physical workings within the device,

Soole and Schumacher [5] used a simple one-dimensional

thermionic emission model to probe the transport physics

in this structure. They concluded that the InAIAs raises the

effective barrier height to values close to the barrier height on

In.AlAs and that the experimentally observed soft breakdown

is due to tunneling across the barrier under the Schottky
contacts. They have also indicated that a two-dimensional

analysis with both thermionic emission and tunneling being

incorporated is necessary to understand the nature of the

transport in these devices.

It has also been reported [9] that the barrier height on n-

InGaAs could be raised by growing a thin, oppositely-doped

p+ assist layer between the Schottky metal contacts and the n-

InGaAs layer to form what is called "quasi-Schottky" contacts.

Fig. 2 shows a schematic side-view of such a device. In Fig. 2,

the n+-InP layer acts as a buffer and the presence of the

heavily doped n+-InGaAs layer is introduced to prevent the
device from acting as a rectifier at the InGaAs-InP interface.

Averin et al. have analyzed and experimentally confirmed [9]

the formation of the quasi-Schottky contacts of Fig. 2. They

have found that for a properly designed p+ layer the effective
barrier height on n-InGaAs can be increased from 0.2 eV to
,-_0.54 eV.

0018--9197/95504.00 © 1995 IEEE
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• Fig. 2. Cross-sectional view of the simulated p+ assist, quasi-Schottky
device. The top dark-shaded areas are Schottky contacts and the bottom
dark-shaded area is an ohmic contact.

Recently, Lee et al. [10] reported that Schottky barrier

heights on n-InGaAs can be improved by metal deposition on

substrates that are cooled to a temperature of 77 K. They have

found that the barrier height on n-InGaAs can be increased

from 0.2 eV to ,-_0.6 eV with the use of Ag metal• Fig. 3
shows a schematic diagram of an InGaAs interdigitated MSM

photodetector built on an InP substrate. The Schottky contacts

in Fig. 3 are deposited on the low temperature n-InGaAs layer
to improve the Schottky barrier height• It can be seen from

the device of Fig. 3 that fewer processing steps are required

than the devices of Figs. 1 and 2.

In this paper, we present a theoretical investigation of

the issues involved in designing an InGaAs-based interdig-

itated MSM photodetector. The different approaches shown

in Figs. 1-3 to enhance the Schottky barrier heights on n-

InGaAs are numerically investigated and their performance
is compared. The model used herein is a two-dimensional,

numerical, drift-diffusion calculation that incorporates both

thermionic emission and tunneling across heterobarriers. This

model is used to predict the speed of response, dark current,

and breakdown voltage for the devices of Figs. 1-3. The effect

of the InAIAs-InGaAs heterobarrier of Fig. 1 on the detector's

response is thoroughly examined using the present model and

the performance of this device is compared to that of the

devices of Figs. 2 and 3 where such a heterobarrier is not

present. Moreover, the response of the device of Fig. 2 is

compared to that of the same device with the exception of

using ohmic contacts instead of the existing Schottl 9, contacts.

The technological problems as well as the advantages and
disadvantages of these different design structures are also
evaluated.

This paper is organized as follows. In Section II, we

briefly describe the numerical model used in the simulation.

Specifically, we characterize the drift-diffusion model and

discuss the formulations used to treat the thermionic emission

and tunneling transport. In Section III, we apply this model to

study the performance of three different design structures of

[ttm]

r• 2.01m

2.0

o.o__ _ _o_

l.Opm 3.0_ia l.Opm

Fig. 3. Cross-sectional view of the simulatedlow-temperaturegrown Schot-
tky contacts device where the Schottkycontacts are assumedto be grown at
a temperatureof 77 K. The top dark-shadedareasare Schottkycontacts and
the bottomdark-shadedareais an ohmic contact.

InGaAs-based MSM photodetectors; the InAIAs-InGaAs-InP

standard device of Fig. 1, the quasi-Schottky device of Fig. 2,

and the low-temperature-formed contacts device of Fig. 3.
The performance of these different designs in terms of their

speed of response, dark current, and breakdown voltage is

also compared in Section III. Potential band diagram plots
are presented in Section III to demonstrate the effect of the

different types of barriers on the response of these devices•
Finally, conclusions are drawn in Section IV.

II. MODEL DESCRIPTION

To understand the behavior of photo-generated carriers in
MSM's under the influence of drift and diffusion forces,

Poisson's equation and the electron and hole current continuity
equations are solved on a two-dimensional simulation domain

for the electrostatic potential and the carrier concentrations.

The width and depth of the MSM detectors simulated are
restricted to dimensions on the order of microns where the

drift-diffusion approximation is generally sufficient to describe
the transport physics. The effects of thermionic emission and

tunneling on the transport are modeled as boundary conditions
across heterojunction barriers.

The full details of the model have been reported elsewhere
[I 1]. Nevertheless, the salient features of the model are sum-

marized here. The basic equations used in the simulator are
[12]:

eoe.V2¢ = -q(p - n + No - NA) (1)

(_rt

-Iv. J. - Cn + R. + _-_ = 0 (2)q

_v Op
a "Jp -Gp +P_+ -_ = o (3)

J. = q#.nE. + qD.Vn (4)

Jp = qlzppEp -- qDpVp (5)

where q is the electrostatic potential, n and p are the electron

and hole carder concentrations, NO,A are the donor/acceptor

concentrations, J.,p are the electron/hole currents. R.,p and
G,,,p are the electron/hole recombination and generation rates,
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and/z,,p and D,,p are electron/hole mobilities and diffusivi-

ties. The terms R,,pused in (2) and (3) represent the sum of
Shockley-Read-Hall, radiative, and Auger recombinations for

electrons and holes [12]. A standard field-dependent mobility

model [12] is used for electrons while a zero-field mobility

model is used for holes. D,,p is calculated based on the

Einstein relation. The generation rate, Gn,p, is the sum of both
optical generation and impact ionization generation rates for

electrons and holes. The optical generation rate is assumed
to be uniform over the area of the basic unit cell of the

devices simulated here. The optical generation rate is assumed

gaussian in time and decays exponentially with depth with the

absorption coefficient, aAbo.

The impact ionization generation rates for electrons and
H

holes, G.,p, are assumed to be proportional to the magnitude
of the electron and hole currents, respectively, and are given

as [12]:

GzI a l J. [ I, /9[ Jp I= -- Gp = (6)
q q

where a and fl are the electron and hole ionization rates

coefficients defined as the number of electron-hole pairs gen-

erated in one unit length of travel. These coefficients are

modeled as exponential functions of the local electric field in

the direction of the current flow [12]. The parameters involved

are determined from fitting the experimental data [13] using

the following equation:

a = a°%exp \ F. ] ]

( jfl = fl_.exp k-_ (7)

where a and fl are the electron and hole impact ionization

rates, a °¢ and floo are the rates at infinite electric fields, F crit- ,ndl)

are the critical electron and hole fields, and "/,,,p are fitting

parameters. F.,p, the components of the local electric field F in
the direction of the electron and hole currents, are described as

F,= j, , Fp= jp . (8)

Thermionic emission and tunneling at the heterojunction in-

terfaces are modeled as boundary conditions [14], [15]. First,

the current crossing a heterointerface is assumed to be ei-
ther thermionic emission or diffusion limited. The model

independently calculates both the thermionic emission and

the drift-diffusion currents at a heterojunction interface and

compares them. The smaller of these two values is taken as

the limiting current. This limiting current, in addition to any

tunneling currents across the heterobarrier, dictates the current

flow for the overall device. The thermionic-tunneling boundary
condition for the electron current at a heterojunction interface

can be written in terms of quantities of materials l and 2 that
form the heterojunction as [14], [15]:

J.=q n2v.2(l +,5)-Fnlv.,(l +6)exp (--_-

9)

•_(y)

Y

Fig. 4. Conduction band edge diagram of In abrupt heterojunction. YE

denotes the width of the tunneling barrier at an incident energy E_. The energy

range over which tunneling takes place is determined by Ec,mi, [=min(Ec
(0-), Ec(W))] and Ec(0+), where W is the depletion region width on the
barrier side.

where nl and n2 are the electron concentrations in materials 1

and 2, v.1 (=A*IT21qNcl ) and v,_ (=A_T_IqNc2 ) correspond

to the recombination velocities of the Schottky barrier theory

, AEe is the conduction band edge discontinuity that is

calculated based on the affinity rule, q is the elementary charge,
F is the ratio of the masses m2/mb k is the Boltzmann

constant, and T is the temperature. The parameter, 6, in

(9) is a coefficient that describes the tunneling across the

heterojunction interface and is given as [15]:

Ec,,_az

exp(_) / expt-_-_)P(Ey)dEy (10,6 = kT

Ec,mi,*

where Ee,min and Ec,m.x determine the energy range over

which tunneling is possible, and P(Ey) is the tunneling proba-

bility. The tunneling probability, P(Eu), is calculated based on
the WKB approximation and is formulated as in [15]:

47r

P(Ey) = exp --_ [2m_(Ec(y) - Ev)]*/_dy (11)
0

where n_ is the effective mass of the carder in the semi-

conductor and the bounds of integration, as shown in Fig. 4,

determine the width of the energy barrier at an energy level

Ey. The remaining parameters in (11) are indicated on Fig. 4.

The thermionic emission current, Jp, and the tunneling
parameter, 6, for holes are similar to those used for electrons.

Note that if 6 is set equal to zero and F is set equal to 1

in (9) above the usual thermionic emission current boundary

condition of the Schottky type is obtained.

The box integration approach of the finite difference method

[12] is used to discretize equations (1)-(6). These equations

are then solved with their appropriate boundary conditions on

a nonuniform, two-dimensional mesh consisting generally of

65 x 40 points. The Scharfetter-Gummel technique [12], [17]

is applied in the formulation of the discretization equations.

The resulting system of equations is linearized using Newton's

method. Due to storage and computation time limitations the

Gaussian elimination method is deemed inappropriate and the
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TABLE I

Parameter Units InGaAs Ref. lnAIAs Ref lnP Ref.

Electron Mats (m.') 0.0463 [21] 0.084 [21] 0.08 [25]

Heavy Hole Mass (m_') 0.61 [21] 0.677 [21] 0.85 [25]

Light Hole Mass (n_a") 0.0588 [21] 0.086 [21] 0.089 [25]

Dielectric Constant (£) 13.85 [21] 12.42 [21] 12.61 [26]

Energy Gap (F_) (eV) 0.77 [21] 1.49 [21] 1.34 [26]

Electron Affinity (7,) (eV) 4.7 [26]* 4.2 [26] ° 4.51 [26]

Electron l_obility (}_.) (cmZ/Vs) 12000 [22] 800 [22] 5400 [26]

Hole Mobility_ (cm2/Vs) 300 [22] 25 [22] 300 [26]

Electron Capture (o,) (cm 2) 3x10 "n_ [23] 3x10 "n7 [23]' 7x10"" [23]
Cross Section

Hole Capture (op) (cm:) 3xi0 "n [23]* 3xi0 "n [25]*' 7x10 "hi [23]"
Cross Section

Trap Concentration (N_ (cm "s) 1.5x10 '_ [23] 1.5xlO" [23]' 3x10 n* [23]

Radiative coef. (13) (cm)ls) 1.2x104' [24] 1.2x10 ".° [24]' 3.32x10"m[27]

ElecU'on Auger Coef (C,) (cm*/s) 3.2x10 "j [24] 3.2x!0 "a' [24]' 3.7xI0 "s' [28]

Hole Auger CoeL (Ce) (cm*/s) 3.2xl04* [24]" 3.2xl04* [24]" 8.7x10 "je [28]

Absorption Coef. (a.,=) (era "t) 8000 [20] 0.0 0.0

at 7,=-1.55 pm

Electron Impact
ionizatioo coefficients:

-(a') "" (cm "a) 4.677xl0' [13[ 7,36x10' [13] 1.12x10' [13]

-(F. a") (V-cm "t) 1.935x10 _ [13] 5.26xi0 s [13] 3.1 lxl0 e [13]

-(YD 1.0 [13] 2.0 [13] 1.0 [13]

Hole Impact
ionizationcoefficients:

-_B') (cm") 8.382xl07 [13] 1.57x104 [13] 4.79x10 _ [13]

-(Fp'a) (V-cm 4) 2.236xl06 [13] 4.89x10 s [13] 2.55x10 _ [131

-('f,,) 1.0 [13] 2.0 [13] 1.0 [13]

+ Cskvlmed based oa I_ leas and GaAs bie.triu_ * Elecuoa values used; # laGaAs values

linearized system is solved using an iterative approach known

as the hi-conjugate gradient squared (BICGS) method [18],

[19]. Only nonzero elements in the matrix are stored using this

approach greatly reducing the data storage requirements of the
code. After the program reaches convergence, the potential and

carrier concentration profiles are readily available, from which

most of the macroscopic variables of interest can be calculated.

The current densities, J, and Jr, are calculated from Equations

4 and 5 using Scharfetter-Gummel's exponential scheme [17]
for the carrier concentrations.

III. NUMERICAL RESULTS

The numerical model described above is used to study the

response of the different InGaAs-based MSM photodetector

designs shown in Figs. 1-3. The dark current, breakdown volt-

age, and the speed of response of one unit cell of these devices

are numerically calculated and Compared. The simulated finger

widths and finger spacings for all the MSM's, except where

noted otherwise, are I pm and 3 pm, respectively. The total
thickness for all these devices is 4 pm and the n-InGaAs active

region thickness is 2 pm. The wavelength used in this study is

1.55 pro, suitable for use in the low-loss window of silica

based optical fibers. The relevant parameters for the three
different materials used in the simulation are summarized in

Table I.

A. InAlAs-lnGaAs-lnP Device

The device of Fig. 1 consists of a 200-A thick lnAIAs
layer, lattice-matched to InGaAs, to increase the relatively

low Schottky barrier height (,,,0.2 eV) of InGaAs. The metal
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Fig. 5. A one-dimensional slice of the two-dimensional equilibrium solution

of the valence band edge diagram for the devices of Figs. 1-3. Only the top

1 pm (see Fig. 1) of the region directly under the top Schottky contacts is

shown for clarity. Notice the abrupt hole barrier for the device of Fig. 1 (solid

curve) and the soft hole barrier for the device of Fig. 2 with true Schottky
contacts (dotted cu_'e.)

Schottky fingers deposited on the InAIAs layer are assumed

to form an electron barrier height of 0.65 eV. The doping

density in each of the 3 layers of Fig. 1 is taken as 1015 cm -a.

The top InA1As layer introduces electron and hole barriers at
the InAIAs-InGaAs heterointerface. The hole barrier for the

device of Fig. 1 is clearly shown in the equilibrium valence

band edge diagram in Fig. 5. For the sake of clarity and

ease of comparison, Fig. 5 only shows a one-dimensional slice

under the Schottky contacts of the calculated two-dimensional

valence band edge diagrams for the MSM devices of Figs. 1-3.
From inspection of Fig. 5, we note that for the MSM device

of Fig. 1 the InAIAs-InGaAs heterointerface introduces an

abrupt hole barrier of 0.21 eV. The electron barrier at the
heterointerface is determined as the difference in the affinities

of InGaAs and InA1As (see Table I) and is found to be 0.5 eV.

Assuming no illumination, the electron current flowing

toward the collecting Schottky contacts of the device in Fig. 1
is the majority current cartier since the carrier concentration

for holes is very small in n-type materials. Consequently, the

combination of the high Schottky contact barrier height of the

InA1As top layer and the conduction band edge discontinuity

at the InGaAs-InAIAs heterointefface has a great impact on

limiting the dark current of the device. The calculated dark

current per unit length of the MSM fingers for the lnAIAs top

layer device structure is plotted against the applied voltage and

is shown as the solid line in Fig. 6. The dark currents for the

other MSM devices sketched in Figs. 2 and 3 are also plotted

in Fig. 6. From inspection of Fig. 6, it is clear that the dark

currents per unit length of the MSM fingers for the different

devices considered here are comparable and limited to very

small values under low applied bias conditions.
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Dark current per unit length of the MSM fingers vs. applied bias for
the devices shown in Figs. I-3.

As the applied bias is increased, the breakdown voltages for

the different devices in Figs. 1-3 are seen to be significantly

different. In the device structure in which the top layer
is made from InAIAs, no reverse bias breakdown occurs

over the applied voltage f/rage considered here. In contrast,

very sharp breakdown occurs at nearly the same applied

voltages in the other three structures. In these three device
structures the contacts are all formed on InGaAs, either

using a low temperature growth technique or through use

of the p+ assist layer. The simulator predicts that carrier

multiplication through impact ionization occurs primarily in

the vicinity of the Schottky contacts where the local electric

field reaches its maximum value. Depending upon the applied
bias, the local electric field near the Schottky contacts can

become sufficiently large to initiate impact ionization. These

large fields near the contacts and the subsequent initiation of

the impact ionization processes have been reported in GaAs
MESFET studies as well [29], where it was found that the

impact ionization near the drain and gate edges dominates

the transport in these devices. The field distribution near the

Schottky contacts can, therefore, be responsible for the slight

variation in the breakdown voltages for the devices with an

InGaAs layer located under the Schottky contacts.

The impact ionization rate within the underlying layers

under the Schottky contacts depends strongly upon the nature
of the material composition. In the devices in which the

top contacts are made to InGaAs, the breakdown voltages

are much lower than in the InAIAs top layer device. This

follows directly from the fact that the band gap energy in

InGaAs is much lower than in InAIAs and as such, the impact

ionization rate is significantly less in InAIAs than in InGaAs

at comparable electric field strengths. In Table I, the impact

ionization rate parameters for InGaAs and InA1As used in

the simulation are listed for comparison. Further inspection
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Fig. 7. Calculated current impulse response per unit length of the MSM

fingers for the devices shown in Figs. I-3 at an applied bias of --5 V. Notice

that the collected output current for the device of Fig. ! (circled legend) is

very small in comparison to that of the other devices and the shape of the

Gaussian input signal is completely lost. The inset of this figure is presented

for clarity.

of Fig. 6 shows that the breakdown voltages for the devices
that have an InGaAs top layer under the contacts are much

lower than that for the device where InAIAs is grown under

the Schottky contact. The difference in the impact ionization

rate coefficients explains the large difference in the breakdown

voltages between the devices with InGaAs and InA1As layers

under the Schottky contacts.

Under illumination conditions, the holes from the optically

generated electron-hole pairs (EHP's) become the majority

current carders collected at the Schottky contacts of the

device in Fig. 1. The valence band edge discontinuity from

the lnAIAs-InGaAs heterointerface can act to drastically limit
the collected signal current at the Schottky contacts. Only

holes that have sufficient kinetic energy to thermionically

emit over the hole barrier or tunnel through it can contribute

to the signal current collected at the Schottky contacts. The

calculated current impulse response for the InAIAs top layer

device collected at the biased Schottky contact is shown as

the circled legend in Fig. 7, and repeated in the inset of the

same figure for clarity. The input power density used is 1

mW/cm 2 and the absorption coefficient of the n-InGaAs active
layer at 1.55 /zm is 8 x 103 cm -1 [20]. The input signal is

assumed gaussian in time and has a full width at half maximum

(FWHM) of 5 ps. The applied bias is held constant at -5 V. It
is evident from Fig. 7 that there is almost no collection of the

current signal at the biased Schott_ contact. Moreover, the

shape of the input signal is completely lost. This is partly
due to the relatively high valence band edge discontinuity
at the InAIAs-lnGaAs heterointefface and to the fact that

the carder energies are fixed to the lattice thermal energy
within the context of the drift-diffusion model. As a result

little appreciable hole current flows through the top contacts.

Instead, most of the current flow is through the substrate.

0 50 100 150 200 250 300

Time [pS]

Fig. 8. Calculated current impulse response per unit length of the MSM

fingers for the lnAIAs top layer device of Fig. I at an applied bias of -5 V

as the valence band edge discontinuity at the InAIAs-lnGaAs heterointerface,

•-5,Er, is varied from 0.21 eV to 0.0 eV. Notice the sharp increase in the

output current peak as AE_. approaches 0 eV.

To demonstrate the effect of the valence band edge dis-

continuity, we fictitiously changed the affinity of InAIAs

in the simulation in such a way as to eliminate the hole

barrier at the InAlAs-InGaAs heterointerface. Fig. 8 shows

the calculated current impulse response with AE_ set to
zero at the InGaAs-InAIAs heterointerface. For the sake of

comparison, Fig. g also shows the impulse response with the

correct valence band edge discontinuity of 0.21 eV and a

median value of 0.1 eV. As can be seen from Fig. 8, the

collected current signal increases dramatically as the valence

band edge discontinuity decreases toward zero. Moreover, the

output signal starts to approach the gaussian shape of the input

as the valence band edge discontinuity approaches zero. On

the basis of these observations, it appears that the hole barrier

at the InAIAs-InGaAs heterointerface significantly limits the

collected current signal at the Schottky contacts of the device.
In addition to thermionic emission at the heterointefface,

carder tunneling can also occur. The effect of tunneling at
the heterointeffaces of the device on the collected current is

examined using the WKB approximation for calculating the

tunneling probability and the Boltzmann distribution function

for calculating the tunneling current [15]. In this model, the

tunneling current is incorporated as a boundary condition at

the heterojnnction interfaces [15] and is added to the limiting
current obtained from the drifi--diffusion/thermionic emission

models as described above. Fig. 9 shows the calculated im-

pulse response for this device with and without the tunneling

model. Also shown in Fig. 9 is the impulse response of the

device as the top InAlAs layer thickness is varied. Notice

that as the InAIAs layer thickness is decreased, which in turn
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Fig. 9. Current impulse response per unit length of the MSM fingers for

the InAIAs top layer device of Fig. 1 at an applied bias of --5 V calculated

with (square) and without (circles) the tunneling current for an InAIAs barrier

width (BW) of 200 A. The curve with the triangular legend is the response

(including tunneling) of the same device, but with an InAIAs BW of 50 A.

decreases the width of the barrier, the tunneling contribution

to the output current signal increases. In addition, for the

different InAIAs layer thicknesses shown in Fig. 9 the effect of

the tunneling current on the collected current signal is clearly

negligible. Moreover, the gaussian shape of the input signal

is not clearly observed in the collected output current signal

even when tunneling is included into the model.

In an effort to explain the temporal response of the device in

Fig. 1, we compared results obtained from the present model

to the experimental results by the authors in [5], [30] and

the Monte Carlo studies of Sano [31.] Our model predicted

extremely long fall times in comparison to the results reported

in these references for devices that are similar in geometry

and operating conditions. A possible explanation for this

discrepancy lies within the assumptions of the drift diffusion
model itself. Contrary to the Monte Carlo model of Sano [31],

the drift diffusion model assumes that carriers lie at the edges

of the bands in terms of energy and it does not account for any

hot carder transport. Furthermore, carder energies are fixed to

the lattice thermal energy. This is not always true especially
under high field variations or small finger spacings of MSM's

where carrier energies are much higher than the lattice thermal

energy. Consequently, the drift diffusion model underestimates

the actual transport across the InAIAs-InGaAs heterojunction

because the distribution of carder energies is assumed to be

in equilibrium with the lattice. A more reasonable distribution
function would be a heated distribution that takes into account

hot carrier transport. Therefore, to accurately describe the

transport for this device a more advanced model capable

of tracking the energy of the carders and allowing for hot

carder effects may be necessary. Further investigations of the

device studied here will be pursued in a future work using an

advanced energy balance model.

The blocking nature of the hole barrier at the abrupt

InGaAs-InAIAs heterointefface can be minimized by using a

graded In0.sa(Ga=All-=)0.47As layer between the absorbing

InGaAs layer and the InAIAs barrier layer. This idea has

been investigated by several authors [30]-[32] in which they

compared the response of graded and abrupt junction devices

and found that the use of a graded In0.sa(Ga=All-=)0.47As

layer/superlattice betweeti the InGaAs and the InA1As yields

a faster response than just using an abrupt junction. Although

the use of a graded layer may enhance the performance of

InGaAs based MSM's, it deprives them from their distinct

attributes of simplicity and compatibility with existing FET

technologies.

B. P+ Assist Layer, Quasi-Schottky Device

It has been reported [9] that the Schottky barrier height on

InGaAs can be effectively increased by growing a thin layer of

p+-InGaAs on top of an n-InGaAs layer. A schematic diagram

of such a structure is shown in Fig. 2. The n+ InGaAs layer,

whose function is to prevent rectification at the InGaAs/InP

junction, is chosen to be 0.2/zm thick and doped at 101Scm -3.

The n+InP buffer layer is taken as 0.1 #m thick and is also

doped at 101Scm -a. The top p+ InGaAs layer thickness and

doping density have to be designed in such a way that this

layer is fully depleted and the barrier height enhancement is

maximized [9]. The layer thickness used in this paper is 36.5
nm and the doping density is 1018cm -a. The barrier height

for the Schottky contacts deposited on the p+InGaAs layer

is -0.18 eV [9]. Since the conduction and valence bands for

this device track each other (no heterjunctions present), Fig. 5

shows that the effective electron barrier height is _-0.54 eV.

This effective barrier height is measured as the difference

in potential energy between the potential maximum and the
edge of the depletion region (see Fig. 5.) This relatively high

effective barrier height limits the dark current of the device

to acceptably small values. A plot of the dark current as

a function of voltage is shown with the dotted legend in

Fig. 6. Note that the impact ionization breakdown voltage for

this device occurs at a much lower voltage than that of the

device of Fig. 1. This low breakdown voltage is due to impact

ionization near the Schottky contact edges where the local

electric field is very large and to the high impact ionization

rate coefficients of the low-bandgap InGaAs material.

From the band edge diagram shown in Fig. 5, it is clear that
the p+ InGaAs layer is fully depleted and that the Schottky
contacts form a soft barrier for holes. This hole barrier will

limit the collection of the photogenerated holes at the Schottky

contacts. This can easily be seen by examining the impulse

response of this device and comparing it to the response of

the same device with the exception that the Schottky contacts

are replaced with ohmic contacts. Fig. 7 shows the output

current signal response per unit length of the MSM finger as
a function of the collection time for this device with Schottky

and ohmic contacts. Since there are practically no barriers for

holes under the ohmic contacts (See Fig. 5), the output signal
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current collected at the ohmic contacts is clearly much higher

than that collected at the Schottky contacts. Fig. 7 also shows
the rise and fall times of the different devices studied. It is

clear that the impulse response for the quasi-Schottky device

of Fig. 2 with ohmic contacts outperforms that of the same
device with true Schottky contacts. However, it is much harder

to grow ohmic contacts on heavily doped p-type materials.

C. Low Temperature-Grown Schottky Contact Device

Recently it has been reported [10] that the barrier height

on n-InGaAs can also be improved by growing the Schottky
contacts at cryogenic temperatures. Lee et al. [10] achieved

a barrier height of 0.6 eV by growing Ag metal Schottky

contacts at a temperature of 77 K. The device of Fig. 3
assumes the barrier height of the Schottky contacts is 0.6 eV.

The InGaAs and the InP layers are 2 #m thick each and doped
n-type at 1015cm -a. The Schottky battier height of this device,

which determines the dark current response, is comparable

to those for the devices of Figs. 1 and 2. Fig. 6 shows the

dark current as a function of the applied bias for this device.

Note that the breakdown voltage occurs at -,_5.5 V. This low

breakdown voltage, again, is due to the combination of high

impact ionization rate coefficients in InGaAs and the large

electric fields near the Schottky contact edges.
The time impulse response of this device is studied next.

From inspection of the valence band diagram shown as the

dashed curve in Fig. 5, it is clear that the valence band edge
in this device has no hole barrier under the Schottky contacts.

This fact is very attractive since it leads to a large collection

efficiency of the photogenerated holes at the Schottky contacts

as in the case of the p+ assist layer device of Fig. 2 with

ohmic contacts. Yet the electron dark current is greatly reduced

by the relatively large Schottky barrier height. The collected

output signal current per unit length of the MSM fingers of the

low temperature grown Schottky contact device is shown as

the curve with the diamond legend in Fig. 7. Notice that the
output signal current peaks at roughly the same value as that

found for the p+ assist layer device with ohmic contacts. Both

of these structures show a significantly higher peak in the

output signal current in comparison to the peak response of
the other MSM's studied. Additionally, both structures show
a much smaller full width at half maximum than either the

InAIAs top layer device or the p+ assist layer device with

Schottky contacts. Fig. 7 also shows the rise and fall times of

the low temperature grown Schottky contact device. The high

responsivity of this device is due mainly to the absence of hole

barriers under the collecting Schottky contacts.

IV. CONCLUSION

Excessively high dark currents arise in metal-

semiconductor-metal InGaAs based photodetectors due

to the low Schottky barrier heights typically formed on this

material. Several different approaches have been suggested

to reduce the dark currents by effectively enhancing the

potential barrier heights for electrons at the collecting
contacts in InGaAs based MSM devices. In this paper, we

have theoretically examined the response of three different

InGaAs-based interdigitated MSM photodetectors, suitable

for use in the low loss window of silica optical fibers,

which incorporate different schemes for increasing the

potential barrier height and thereby reducing the dark current.
The calculations are made using a two-dimensional drift

diffusion model that incorporates both thermionic emission

and tunneling across heterobarriers.

The first device structure, that shown in Fig. I, where an

InAIAs layer with a Schottky barrier height of ,,_0.65 eV

is grown on top of the active InGaAs layer. This device

enhances the effective Schottky barrier height but it introduces
considerable electron and hole barriers at the InGaAs-InA1As

heterointerface. The effective barrier for electrons acts to limit

the dark current of this device. The hole barrier, however,

drastically limits the collection of the photogenerated holes

from the InGaAs active region of the device when operated at
low to moderate biases. We have shown that, in the absence
of the hole barrier at the InGaAs/InA1As heterointefface the

collected current signal at the top Schottky contacts of this

device is much higher than the case when this barrier is present

and the output signal retains the shape of the gaussian input
signal. The tunneling current contribution across the 200 A

wide square barrier formed under the Schottky contacts is

found to be negligibly small to affect the collected output

current signal at the applied bias of -5 V used here. As the

InAIAs barrier layer thickness is made smaller the tunneling

current contribution starts to increase. It is expected that at

higher applied biases the voltage drop in the barrier region

increases and the barrier starts to look triangular in shape
where a more appreciable tunneling current contribution is

possible. However, for InAIAs barrier layer thicknesses of
200 A or more, as has been used for similar devices in the

literature [5], [6], [30]-[32], and at an applied bias of -5
V, the calculated tunneling current is found to have little

effect on the collection of the photogenerated holes. We have

indicated that the drift diffusion model may be insufficient

to describe the actual transport across the InAIAs-InGaAs

heterojunction and that a more advanced, energy balance,

model is necessary. The distinct features of this device, nev-

ertheless, are the facts that the dark current is very small,

as is clear from Fig. 5, and the breakdown voltage occurs

at a much higher bias than that of the devices of Figs. 2
and 3.

An alternative means of enhancing the effective Schottky

barrier height on InGaAs, using a p+ assist, quasi-Schottky
device shown in Fig. 2 is considered. For this device the

top p+ lnGaAs assist layer forms a p+-n homojunction with

the active n- InGaAs layer. The depletion region of these

two layers forms what is called a quasi- Schottky contact

with a harder height of _0.54 eV. However, the Schottky
contacts deposited on the p+ InGaAs layer introduce a soft

hole harrier (See Fig. 5) that acts to limit the collection

efficiency of this device. This hole harder can be eliminated by

depositing ohmic contacts at the p+ InGaAs top layer instead

of the existing Schottky contacts. The transient response
of this device with ohmic contacts is very attractive since

high responsivity and speed of response are achieved as is

evident from Fig. 7. However, the disadvantage of using ohmic
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contacts in this device lies in the fact that it is generally much

harder to make ohmic contacts on p+ materials. The quasi-

Schottky device with ohmic or Schottky top contacts suffers

from low breakdown voltages in comparison with the InAIAs

top layer device of Fig. 1. Moreover, many more processing

steps are required for this device during growth.

Finally, the response of the device in Fig. 3 where a

barrier height of 0.6 eV was obtained by depositing Schottky
contacts at a temperature of 77 K is examined. The calculated

dark current of this device is found to be very small and

comparable to that of the quasi-Schottky device with ohmic
contacts. The breakdown voltage for this device is rather

poor and it is due to the large local electric fields near the

Schottky contact edges and the low bandgap of InGaAs. A
high responsivity is obtained for this device as is shown

in the calculation of the output current impulse response in
Fig. 7. This high responsivity is mainly due to the absence

of any hole barriers under the Schottky contacts since holes

are the majority current carriers at the top Schottky contacts

under illumination conditions. Note that the peak in the output
signal response of this device is practically the same as that

of the p+ assist, quasi-Schonky device with ohmic contacts
since for both of these devices there are no hole barriers

present under the collecting contacts. The simplistic structure

of this device is advantageous over those of Figs. 1 and

2 since fewer processing steps are required. However, the

stability of the low-temperature grown Schottky contacts as

a function of operating temperatures is not fully established.

More experimental work is needed to study the effect of

temperature variations on the barrier height and the response
of this device.

Based on the calculations presented here, optimal perfor-

mance as measured in terms of limited dark current and speed
of response of InGaAs based MSM structures is achievable

using either low-temperature grown Schottky contacts or using

a p+ quasi-Schottky device with ohmic contacts. Though these

device structures are predicted to outperform other InGaAs

MSM designs in terms of speed of response they suffer

from low breakdown voltages due to the small bandgap of
InGaAs. Furthermore, the full exploitation of these two device

structures may be limited by materials issues.
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Influence of Hot Carrier Transport on the

Transient Response of an InGaAs/InAIAs

Metal-Semiconductor Schottky Diode Structure

Ali F. Salem and Kevin F. Brennan

Abstract--The calculated transient characteristic of a heterostructure,
rectifying contact is theoretically examined. It is found that hot carrier
transport drastically affects the output terminal characteristics of the
heterostructure Schottky contact and, hence, the workings of a blocking
contact. This is of importance to the understanding of InGaAs MSM
devices in particular, as well as any structure which contains a blocking
contact in general.

In this paper, we use a HD model .[1] that is capable of tracking

the carrier energies as well as the carrier concentrations and carrier

velocities to study the temporal response of the current in a blocking,

heterostructure contact. Specifically, we examine an important exam-

ple of a blocking contact, an InGaAs/lnA1As Schottky diode structure

that is commonly present in lnGaAs-based metal-semiconductor-

metal (MSM) photodetectors to reduce the dark current.

Previous theoretical analysis of lnGaAs-based MSM's [2] using

a drift-diffusion (DD) model showed that the top InAIAs layer

introduces electron and hole barriers near the metal Schottky contacts

of the MSM that limit not only the dark current of the structure

but its transient response as well. Transient response calculations

using the DD model predicted extremely long rise and fall times

[2] but these predictions seem to be inconsistent with measured data

on comparable device structures [3]. In this work, we will show using

HD calculations of the transient response of this device, that carrier

heating effects can result in much shorter rise and fall times than

those predicted using the DD model which are more consistent with

experiment.

The complete hydrodynamic (HD) model used in this work is an

extension of the DD model [2], [4] which includes the additional

solution of the electron and hole carrier energies based on the

approach of Bl_tekjaer [1] and Azoff [5]. Analytical models for the

mobilities and constant values for the relaxation times are utilized

since more accurate Monte Carlo based parameters are not presently
available to us.

The HD system of equations is solved in series with a thermionic

emission boundary condition for Schottky contacts and heterojunc-

tions. Only carriers that have sufficient kinetic energy to surmount

the barriers at a heterojunction interface are emitted from one side of

the junction to the other. The thermionic emission current condition

is based on Crowell's and Sze's thermionic emission-diffusion theory

[6]. The extension of this theory to hot electron transport has been

derived by several authors [7]-[9]. The thermionic emission bound-

ary conditions for electrons and holes at heterojunction interfaces

implemented in this work are similar to those reported in [9].
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this brief was arranged by Editor Alan H. Marshak. This work was supported
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The HD model is used to investigate the temporal response of

a structure containing a partially blocking heterostructure Schottky

contact. For purposes of illustration and because of its relevance to the

study of lnGaAs based MSM devices, specifically an lnGaAs/lnAIAs

diode structure with a top Schottky contact is investigated. The doping

levels in the semiconductor layers are fixed to 10 t3 cm -3 n-type. The

top lnAIAs layer is 80 nm thick and the thickness of the active InGa.As

layer is 1.92 ym. The width of the device is assumed to be 2.0 ym.

The material parameters used in the simulation are the same as those

used in [2]. The input optical generation signal is gaussian in time

and decays exponentially away from the top of the device. The full

width at half maximum (FWHM) of the input signal is 5 ps and the

input power is 1 mW/cm 2. For simplicity, the top Schottky contact

is assumed to be transparent. The wavelength of the input signal is

taken as 1.55 /am.

To examine the effect of carrier heating in the device, the carrier

energies for both electrons and holes are calculated at an applied bias

of -15 V. These results are shown in Fig. 1. From inspection of

Fig. 1 it is clear that the electrons and holes are significantly heated

beyond thermal equilibrium conditions. Provided the carrier heating

is sufficient to give the carriers enough energy to offset the effect of

the heterojunction barrier, then the transport near the heterojunction

interface can change significantly and the long rise and fall time of

the transient response predicted using the DD model will, in turn, be

significantly diminished. As can be seen from Fig. 1, the hole energy

drops dramatically near the 2/am length end of the device due to the

presence of the lnGaAs/InAIAs heterobarrier. Recall that the holes

move from left to right in the diagram (the negative voltage is applied

to the right hand contact) while the electrons move in the opposite

direction. After crossing the heterobarrier, the holes are first cooled by

the loss of kinetic energy to the potential barrier but are then slightly

heated by the field within the lnAIAs layer until they are collected at

the Schottky contact. The holes are collected at the Schottky contact

at an energy above thermal equilibrium. The electrons, on the other

hand, are injected from the Schottky contact into the InAIAs layer.

They then cross the lnAIAs/lnGaAs heterobarrier gaining kinetic

energy from the potential discontinuity. The x = 0 boundary is ohmic

and therefore the electric field vanishes at that point. As such both

the electron and hole energies essentially thermalize. However, the

thermalization of electron and hole energies occur at different rates

and at different locations in the structure. This is possibly due to

the fact that the holes are injected into an accelerating field while the

electrons encounter a deceleration in the vicinity of the ohmic contact.

Next, the calculated impulse response of the lnGaAs/AllnAs Schot-

tky diode device is examined. Fig. 2 shows the calculated impulse

response at - 15 V using the DD model (solid curve) used previously

[2] and the HD model (dashed curve) described above. Close exami-

nation of Fig. 2 reveals that the rise and fall times of the output current

signal of the HD model are dramatically shorter than those of the DD

model and the output signal much more closely resembles the input

gaussian signal. Fig. 2 also shows that the responsivity as measured in

terms of the maximum of the output current signal is much higher for

the HD results than for the DD results. The calculations were repeated

using an applied bias of -5 V as shown in the inset of Fig. 2. Again,

there is a substantial difference between the HD and DD predicted

responses with the HD calculation in much closer agreement with

the experiment [3].

To check the importance of other effects, tunneling was added

to the DD model following the method of [10]. It was found that

0018--9383/96505.00 © 1996 IEEE



IEEE TRANSACTIONS ON ELECTRON DEVICES, VOL, 43, NO. 4, APRIL 1996 665

0.5

¢/)

a)
¢..
UJ

"E
e_
O

0.45

0.4

0.35

0.3

0.25

0.2

0.15

0.1

0.05

-- Electronenergy
....HoleEnergy

,... ...... ..---"°'
.....-'

,o, °..--'°°""

:_J ::

0 h ' J n I ' = ' ' r _ ' = ' I ' ' _ ' I '

0 0.5 1 1.5 2

Distance [/_m]

Fig. 1, Electron and hole energy profiles for the InGaAs/InAIAs Schottky

diode structure at an applied bias of - 15 V. The abrupt change in the energy

at the heterojunction interface near the right side contact is due to the limiting

thcrmionic emission boundary condition.
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Fig. 2. Calculated current transient response of the device obtained from
the DD model (solid curve) and the lID model (dashed curve) at an applied

bias of -15 V. Note that the HID model predicts a gaussian shaped output in

relatively close agreement with the input signal while the DD response shows
an extremely long rise time. The inset shows the calculated transient response

of the device using both the DD (solid curve) and lid (dashed curve) models

at an applied bias of - 5 V. Again, note that the lid model predicts a gaussian

shaped output in relatively close agreement with the input signal while the

DD model shows a much longer rise time.

even at --15 V bias the current response for the device considered

here is not greatly affected by the inclusion of tunneling, resulting

in a qualitatively similar temporal response as shown in Fig. 2.

Additionally, impact ionization may possibly be important at the bias

considered here. To check its effect, a field-dependent formulation of

the impact ionization rate was included within both the HD and DD

models. Calculations indicate that the impact ionization rate also does

not greatly affect the calculated current response. The DD model still

fails to recover the input gaussian signal even when both tunneling

and impact ionization are included. This result indicates that the

failure of the DD model to reproduce the correct temporal response

is most probably due to its failure to track the energies of the carriers.

It is important to note that carrier heating is determined to a large

extent by the relaxation times used in the simulation. The relaxation

time used in the simulation is a lumped parameter representing the

contribution of all of the possible scattering relaxation mechanisms

and is simply an estimate of these effects. The relaxation times are not

well known for the materials used in this device, and for that reason

we examined various values of the relaxation times, from 0. !--0.5 ps,

on the calculated transient response. It is found that as the relaxation

times decrease, the effect of carrier heating on the temporal response

becomes less significant and the HD model results approach that of

the DD model as expected. At longer relaxation times, 0.4--0.5 ps, a

fast response in the calculated output current is obtained.

In conclusion, the DD model poorly accounts for the temporal re-

sponse of the current flow across a heterostructure, blocking Schottky

contact due to the failure of the DD model to properly track the carrier

energies and hence their respective currents. Using a more advanced

HD model, which properly tracks the carrier energies, it is seen that

much shorter rise and fall times are predicted, in closer agreement

with experimental measurements made on an MSM device containing

a similar heterostructure Schottky contact.
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Numerical Examination of Silicon Avalanche

Photodiodes Operated in Charge Storage Mode
Joseph W. Parks, Jr. and Kevin F. Brennan

Abstract--The behavior of silicon-based avalanche photodiodes
(APD's) operated in the charge storage mode is examined. In
the charge storage mode, the diodes are periodically biased
to a sub-breakdown voltage and then open-circuited. During
this integration period, photo-excited and thermally generated
carriers are accumulated within the structure. The dynamics of
this accumulation and its effects upon the avalanching of the
diode warrants a detailed, fully numerical analysis. The salient
features of this investigation include device sensitivity to the input
photo-current including the self-quenching effect of the diode and
its limitations in sensing low light levels, the dependence of the
response on the bulk lifetime and hence on the generation current
within the device, the initial gain, transient response, dependence
of the device uniformity upon performance, and the quantity of
storable charge within the device. To achieve these tasks our
device simulator, STEBS-2D, was utilized. A modified current-
controlled boundary condition is employed which allows for the
simulation of the isolated diode after the initial reset bias has been
applied. With this boundary condition, it is possible to establish
a steady-state voltage on the ohmic contact and then effectively
remove the device from the external circuit while still including
effects from surface recombination, trapped surface charge, and
leakage current from the read-out electronics.

Index Terms---Avalanche photodiodes, numerical simulation.

I. INTRODUCTION

VALANCHE photodiode (APD's) arrays have receivedattention as a high-resolution, high-sensitivity alternative

to charge-coupled devices (CCD's) for low light level and

night vision sensing [1]-[3]. Although .it is unclear as to

whether these devices will be able to surpass the techno-

logically mature CCD, advances in process uniformity may

eventually allow large arrays of these devices to be incorpo-

rated in an active pixel sensor (APS) for very high resolution

applications [4]. Toward this purpose, the APD is best utilized
by configuring it in the charge storage mode where the device

can collect charge over the entire integration period rather than

just during the short sample/read-out time. In this mode the

diode is initially biased to a potential somewhat below the

breakdown voltage yet high enough that impact ionization is

prevalent, the actual bias being design dependent. Following

this reset period the external bias is removed, the diode is

physically isolated from the circuit and, over time, recovers
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back to equilibrium. The length of time required for the

diode to recover is dependent upon a number of parameters

such as generation lifetime, quantity of signal and background

radiation, and leakage to the read-out circuit. During the

first stage of the recovery, the charge added to the diode

can be multiplied within the high-field depletion region of

the device and is stored within the internal capacitance of

the junction. For very low light levels the gain is somewhat

uniform throughout the assumed integration period of 10 ms.

As a greater number of carriers are generated within the device,

however, the stored charge begins to lower the internal bias

of the device by filling the depleted space charge region.

Hence, the amount of avalanche gain drops in a complex,

nonlinear fashion throughout the integration period. This is the

previously reported self-quenching mechanism which provides

excellent anti-blooming [5]. Furthermore, due to its high

sensitivity at low light levels and low gain at high levels,

this device provides a response well matched to the sensitivity

of the human eye.

Most previous analyses of the charge storage configuration

of diodes have relied on analytical approximations to the

underlying physical problem [2], [6]. In this study, we numeri-

cally examine the operation of the APD using a drift-diffusion

simulator which self-consistently solves the Poisson and the

current continuity equations. Usage of a completely numerical

approach obviates the need for many of the simplifying

approximations typically employed. Additionally, nonlinear

features such as the field dependent ionization rates and

mobilities can be included directly into the simulation.
The primary objective of this work is to provide a general

picture of the operation of charge-storage APD's for sensing

low light level signals. This is obtained with a light-in to

signal-out perspective using a realistic night sky illumination

spectrum as an input to the model. The material system of

interest here is silicon due to the ease of integration into

either APS or CCD technology. Although silicon is particularly

inefficient over the wavelengths of interest, it is still the best

current option due to the maturity of its technology. Emerging

commercial applications such as automotive night time driving

aids will most likely rely on silicon-based imagers due to

the low cost of the technology and its moderately low dark

currents at room temperature.
For comparison, the simulations are performed using

two different generic APD designs. First, a reach-through

avalanche photodiode (RAPD) design which combines the

features of high quantum efficiency and short response time by

dividing the voltage drop between a high field multiplication

0018-9383/98510.00 © 1998 IEEE
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region and a low field drift region is simulated. Next, a

standard p-n junction diode in which the majority of the

depletion region supports a high electric field is examined.

The response and charge storage capabilities of these two

designs differ in the manner in which the depletion region
is filled during recovery. Using these designs as a test bed,

several numerical experiments are performed. Specifically,

we examine the diode sensitivity to various levels of input

photocurrent, determine the quantity of storable charge within
the structure, observe the dependence of the bulk generation

lifetime on the device performance, and provide an analysis

of the transient response of the device.

model

Gii(n/p) = _ IJ(n/p)IO_0(,_/_)e (7)

with the electric field magnitude in the direction of the carrier

flux given as Ell.
The system of equations given by (1)-(5) is nonuniformly

discretized using a rectangular control-volume finite-difference

method [10]. The resulting system of equations is linearized

using a multi-dimensional Newton's method and is solved us-

ing the NSPCG mathematics library for nonsymmetric systems

I111.

II. MODEL DESCRIPTION

A. Electrical Model

To better understand the performance of APD's operating in

the charge storage mode, the sample APD device structures are
simulated using the drift-diffusion subset of the Semiconductor

Total Energy Balance in Two-Dimension (STEBS-2D) model

[7], [8]. In this model, Poisson's equation and the electron

and hole continuity equations are solved self-consistently to

give the electric potential and the carrier concentrations within
the device. It is believed that the drift-diffusion model is

sufficient for examining these structures due to the fact that the
characteristic dimensions are on the order of microns where the

physics of nonstationary transport can be generally neglected.
The resulting fundamental partial differential equations used

within this study to describe the homogeneous system are

x"(._,x-_) = --q(p - ,_ + N f - _-) (1)
Co

an1
r. ,1,, - G. + R. + "-67. 0 (2)

q
Op

1V-jp-Gp+Rp+N =0 (3)
q

•In = qp,nE + qDnVn (4)

Jp = qlLppE - qDpVp (5)

where the system variables have their usual representation. The

recombinative terms, R,/p, include the sum of SRH, Auger
and radiative rates [9]. Note that these are predominately

generative under reverse bias conditions. The usual field

dependent electron and hole mobility models are also used for

silicon [9] and the diffusivities follow the Einstein relation.

The generation rates within the device are the important
mechanisms which drive the diode toward its equilibrium state.
Within this model, these entail the sum of photo-generation

and impact ionization rates. The photo-generation rate follows

an exponential decay into the crystal given by

Cph = Z I(Xi)e-(a()")d) (6)

where I(A) is the density of incident photons at wavelength

A and a(A) is the wavelength dependent absorption rate. The

impact ionization rate follows the standard field dependent

B. Boundary Condition

Typically, when modeling ohmic contacts within a semicon-
ductor device, the boundary condition along the periphery of

the simulation domain is mathematically treated as a Dirichlet

boundary where the electrostatic potential is set to a constant
value for a given time step. This configuration implicitly

assumes that the semiconductor device under investigation

can be numerically treated as a voltage controlled current
source. There are situations, however, when a more appropriate

description of the boundary involves specifying the current at

the contact rather than the potential. One such application is
the examination of the reverse recovery within a diode.

Several simulation techniques which incorporate current-

controlled boundaries have been reported [12], [13]. These

models rely upon the specification of an external circuit to

regulate the current flow out of the contact. In this manner,

the potential remains the controlled variable while the career
concentrations are established using the combined assumptions

of charge neutrality and cartier equilibrium at the contact.
These techniques are applicable for the transient analysis of

a device so long as the displacement current is accounted for
within the simulation, the device remains under bias, and the

load resistance from the external circuit remains sufficiently

low.

Modeling the reverse recovery of an APD, however, in-
volves removing the reset bias and open-circuiting the device.

This produces both physical and numerical ramifications which
cannot be adequately handled with an external circuit. When

the diode is electrically isolated after the initial reset bias
has been established, the voltage at the cathode floats. The

metal contact is physically disconnected from the infinite

source of carriers previously supplied by the external voltage
source. Thus, the infinite surface recombination implicit in

the standard ohmic boundary is no longer applicable and the

assumption of carrier equilibrium at the contact will no longer
hold. Additionally, modeling the open-circuited device by

using an arbitrarily large load resistance between the contacts

produces numerical instabilities arising from the round-off
error associated with the calculation of the terminal currents.

Furthermore, the cathode voltage is determined solely by

the distribution of charge within the diode itself, not by the
connection to an external circuit.

Of primary concern is establishing a consistent boundary

condition which physically models the recovery process within
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the diode. The dissemination of the external current into the

respective electron and hole currents at an ohmic contact
is a nontrivial problem which is not well defined on the

macroscopic level. For simplicity, one method of partitioning
the currents is to assume that the total current is distributed into

the electron and hole components relative to their respective

densities at the contact. This is the approach previously

reported in the PC-ID model [14], and can be expressed as

n__2_, jp _ _PP. j. = qP_u_f. (8)
n+p n+p

The surface recombination rate, Rsu_f, given by the usual ex-

pressions [9], accounts for the influence of traps and dangling
bonds at the semiconductor-metal interface. The additional

constraints placed upon the system are

,In + Jp = J.×t (9)
0_

effn'n = Qint (10)

which simply states that the external current is equal to the

sum of the carrier currents at the contact and that the gradient

of the potential at the contact is proportional to any charge at

the interface. Combining (8) and (9) yields expressions setting
the distribution of currents into a contact

Jp = q/Lurf + P_.L_.. Jext (11)
n+p

12
,In = -qRsurt + -- ' "]ext- (12)

n+p

These current densities are used directly within the control

volume formulation of the discretized continuity equations. A

full two-dimensional (2-D) analysis of the diode archetypes

used in this study is warranted if effects such as edge break-

down of the planar structure, gain nonuniformity either within
a pixel or across pixels, or electrical crosstalk are of interest.

However at this time, we are only interested in the charge

storage related aspects of these devices and consequently it
is possible to treat them as one-dimensional devices. This

assumption allows the analysis to be independent of geo-

metrical specifics, and most importantly, the external current

density, Jext, at the current specified boundary condition is

now proportional to the total current by the cross-sectional area

of the contact. For 2-D device simulation, this boundary can be
utilized either by equipartitioning the current densities between

nodes along the contact, imposing an additional constraint

upon the sum of the currents flowing out of adjacent nodes

comprising the contact, or by using a technique involving the

additional simulation of the contacting metal [15].

The photo-illumination model used in these simulations is

representative of the moonless, cloudless night sky. The input

spectrum is taken from experimental measurements which

include the contributions from airglow, stars, and zodiacal light

over the range of 0.3-1.1 tzm with the nominal illumination of

5.4 x 1016 photons per cm 2 per second (p/s) [16]. A standard

wavelength-dependent absorption coefficient for silicon is also

used [17]. The total thickness of both devices is set at 50 #m,

yielding an internal quantum efficiency of approximately 55%
for this spectrum. The lateral dimensions of the diodes conform

to typical pixel geometries of 25/zm x 25/_m.
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Fig. 1. Voltage recovery of reach through APD versus time for five mag-

nitudes of incident photo-illumination. Inset illustrates salient geometry of
RAPD device under examination.

III. RESULTS OF SLMULATION

A. APD Devices

The principal objective behind modeling APD devices in

this manner is to obtain a general picture of their performance

when used in a flux integrating mode. To this end, two basic

generic devices are examined. The first is a reach-through APD

(RAPD) as illustrated in the inset of Fig. 1 [18], [19]. This

diode consists of a 2-#m n+ cap layer above a 1.5-#m p-

type multiplication layer. Below this is a large intrinsic layer

and a thin highly-doped substrate making the entire structure

50 #m in length. By design during the initial reset, a large

electric field exists in the p-type layer and a modest drift

field is established in the intrinsic region. Because of the

illumination spectrum and the geometry of the device, the

majority of the carriers are generated in the large intrinsic drift

region where the electrons must be transported to the high field

multiplication layer before the signal may be amplified through

impact ionization. For a biased diode these photo-excited
carriers are swept across the depletion region, collected at

the contacts, and the signal is detected through the fluctuation
in the external current within the circuit. However, for the

case at hand there is no direct connection to the power supply

during the integration period. The generated carriers are still

transported across the depletion region where they may or may

not undergo impact ionization depending on the magnitude

and extent of the electric field. Following that, however, the
charge is stored near the edges of the high field region within
the device and does not interact with the external circuit.

Therefore as charge accumulates within the depleted diode,

the effective bias across the device is decreased, and hence

drives the reverse recovery.

The second design under consideration is a simple p-n

junction APD as shown in Fig. 2. This device is very similar to

the first except there is no intrinsic drift region and the p-type

doping extends for the full length of the device. All carriers

generated in the undepleted area must diffuse to the high

field region before impact ionizing. Although the diffusion

process leads to a slower response than the field aided within



PARKS AND BRENNAN: NUMERICAL EXAMINATION OF SILICON AVALANCHE PHOTODIODES 397

40

"_ 3o
f_

q2

N 2o
0

O.05X

...........................................
5X ................

_.% "- .............................

"" ,,, I1+ le18

50X " -., ..,

p2¢16

-\
\ oox

• _ le20
0 "_ _ _ _ ,

0 2 4 6 8 10
time (msec)

Fig. 2. Reverse recovery of p-n junction APD device. Internal bias is plotted

against time for the five different incident photo-illumination powers under
consideration. Inset shows overall p-n junction device geometry.

the RAPD, the temporal response of the device is not a key

concern here due to the rather large charge collection times
under examination. Furthermore, since only a portion of the

diode is depleted, the initial operating bias of the device

is considerably lower. However, the nature of the diffusion

process is in general omni-directional, therefore pixel crosstalk

may be a concern and additional design complexity will be

required to minimize image blurring.

B. APD Performance

The model described above is used to study the two sample

APD devices. At the beginning of the simulation, the diodes

are biased to their steady-state operating voltage. The bias is
then removed and the current controlled boundary condition

applied. At this point, the recovery of the diodes is numerically
calculated. Within this study the photoresponse, effects of
variations within the bulk lifetime, and the sensitivity of

performance to the initial diode gain are numerically examined
and comparison is made between the two device types.

During the application of the reset bias, energy is stored

within the internal depletion capacitance of the diode. Once
the reset bias is removed and the cathode voltage freely floats,

several mechanisms operate to neutralize the displaced charge

either through an external leakage current or from generation

of charge within the device itself. In the present study, the

external leakage current from the read-out circuitry, Jext, is

neglected as is the surface recombination rate. The primary
dark current source is the SRH mechanism due to the relative

weakness of radiative and Auger recombination at the doping

concentrations considered here. Except where specified, the
SRH lifetimes for both electrons and holes are set at 100 #s.

The first example we consider of the charge storage dynam-

ics is for the case where photo-excited carders are generated
and collected within each device. Figs. 1 and 2 show the

calculated reverse bias of the two diodes for illumination

intensities ranging from 0.05 to 500 times the night sky
spectrum (2.7 x 1015-2.7 x 1019 photons per cm 2 p/s). The
considerable difference between the initial bias of the two

devices is due exclusively to the additional potential required

to deplete the intrinsic region of the RAPD owing to the fact
that the breakdown field in the multiplication region should be

essentially the same between the two. Initially, both structures

are depleted and the initial gain is set to 15.
For the RAPD, there can be up to three regimes of operation

depending upon the quantity of photo-illumination. As carriers

are generated within the device, they are swept to the edges of

the depletion region and stored. Additionally, any secondary

carriers generated from impact ionization are also transported

to the edge of the high field region. The total amount of charge
which can be stored in the intrinsic region is approximately

equal to the total amount of charge depleted during reset. The
holes collected in the RAID structure initially drift into the

depleted intrinsic region. Due to the low doping, this region

will fill rather quickly resulting in a rapid decrease in the
calculated bias. This effect is evidenced in the simulation

and can be observed directly from Fig. 1. For very low

light levels the intrinsic region is never filled and a linear
decrease in the bias is observed. However, this is not seen

for higher illumination since the intrinsic region is quickly

filled by stored charge. To increase the amount of storage in
the drift region, the background doping can be moderately

increased at the expense of the linearity and required initial

bias. Up to the point of filling the intrinsic region, the gain
within the device is essentially constant for all light levels.

The second regime of operation occurs once the drift region

has been filled and charge is stored at the edge of the high field

multiplication region resulting in the degradation of the gain
within the device. This reduction in gain is again dependent on

the rapidity of charge being added to the structure and for this

device the internal gain is negligible when the bias drops below
10 V. In the extreme case of high illumination intensity, the

diode is completely restored to its equilibrium condition and

then actually begins to become forward biased. Recombination

processes prevent the diode from continued storage of charge
once the diode becomes sufficiently forward biased.

The reverse recovery rate of the p-n diode decays in much

the same way as the RAPD with the exception of the initial

recovery as seen in Fig. 2. Since the diode doesn't contain

a low-doped drift region, the collected charge is immediately

stored at the edge of the high field multiplication region. The

total decay is quantitatively similar to the second regime of
the RAPD. For the three lowest light levels, the voltage is

essentially linear over the time frame of interest.

It is perhaps, more interesting to examine the actual stored

charge within the device rather than the voltage drop resulting
from its recovery. Typically, it is the stored charge which is

sampled in the read-out circuitry [20]. Figs. 3 and 4 illustrate
the total quantity of electron charge stored within each of

the two devices as a function of integration time for the

same variation in incident light levels as discussed above.

During the first part of the integration, charge is collected
in a linear fashion. As the total amount of charge increases,

the gain begins to saturate resulting in an asymptotic square

root dependence with time [8], [19]. However, this gain

saturation is dependent upon the device being aptly biased.
Once the diodes have recovered to the point where impact
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ionization is negligible, a trend toward a linear recovery is

again observed. This result is clearly seen in the figures

for the highest illumination level. Following the full voltage
recovery, any additional charge will tend to forward bias the
device analogously to an open-circuited solar cell. As seen in

the figure, the stored charge in the the p-n junction device

saturates very abruptly as the additional carriers quickly drive

the narrow junction into a high level injection state. However

in the RAPD, carriers can easily spread into the low-doped

region thus increasing the total capacity of the device.

The next issue explored in characterizing the performance
of flux integrating diodes is to look at how the Shock-

Icy-Read-Hall lifetime parameters affect the performance of

the charge integration. For a CCD, it is absolutely critical
that all defects be removed from the device if the transfer

efficiency is to be near unity. Since the APD charge storage
devices will be operated as pixels, it may be possible that

lower grade material can be used than is necessary for CCD's.

Simulations are performed with various generation lifetimes

ranging from 10 ms to 10 _s [21]. Figs. 5 and 6 show
the results of these simulations for the two devices under

dark conditions where thermal generation is the sole source

Fig. 5.
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Fig. 6. Calculated stored charge in p-n junction device for various SRH
lifetimes.

of additional carriers. As expected, the RAPD has a much

higher rate of recovery due to the larger initial volume of the

depletion region. As seen in Fig. 5, once the intrinsic region
in the RAPD has been filled, the two devices recover at the

same rate as exemplified in the 10-#s lifetime simulation. An

interesting result of this study is that even the lowest photo-

illumination rate, which is well below the clear night sky

spectrum, produces a comparable amount of charge to that
of the worst lifetime simulation which is a full three orders

of magnitude lower than what is technologically achievable.

This is a very promising result indicating that low-cost silicon

technology may be applicable for room-temperature low light

level sensing in this spectral range. Other narrow-gap material

systems which would benefit from greater spectral response

would most likely require expensive cooling to reduce the

dark current, thus prohibiting its use in low cost applications.

A limiting factor in the application of APD arrays for low

light level imaging is their lack of gain uniformity both within

individual pixels or between various pixels in the array. Planar

APD arrays suffer from pixel gain nonuniformity introduced
either from processing variations within the devices, the edge

breakdown suppression mechanism, or the dead regions arising
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from device isolation. However, techniques which rely upon

etching and grooves to isolate the devices have been demon-
strated to possess good uniformity [22]. Also, the combined
effects of saturation in high gain regions and the integration

of flux over a relatively long time frame will tend to reduce

the magnitude of the nonuniformity within a pixel.

Clearly. processing variations will limit the amount of uni-

formity between adjacent devices in an array, and subsequently
will introduce a spread in the breakdown voltages between
them. To examine the effects of nonuniformity between de-

vices, this study also looks at the diode performance as a
function of the initial bias. Fig. 7 illustrates the results of simu-

lating the p-n diode under illumination for different initial bias

and, hence, gain. As seen in the figure, during the beginning

of the integration period, the devices behave linearly with the
difference in stored charge being proportional to the difference

in gain. As before, the stored charge begins to saturate as
time increases. The time to the onset of saturation is inversely

proportional to the square of the initial gain which is again
consistent with the classical theory of biased APD's ! 19]. From

the figure, it is observed that for moderate to high light levels,

the importance of processing nonuniformities contributing to
variations in the initial gain are reduced because of the self-

quenching mechanisms inherent in the devices.

IV. CONCLUSIONS

The design of an APD array for use as an image sensor in

the charge storage mode depends critically upon the structure
of the basic diode prototype. In this study, two distinct silicon

APD device designs are examined and an analysis of the

operation of these devices in the charge storage mode is pre-
sented. In order to accurately model such diodes and to account

for nonlinearities in their operation, an extensive numerical

analysis is necessary. To properly model the recovery response
using a numerical simulator, a new boundary condition is
introduced. This new condition allows the external current of

the device to be the specified, independent quantity, rather

than the bias. With this, the voltage recovery of the floating

contact of the diode may be directly observed without relying

upon an arbitrary external circuit. Using the presented model
with the new boundary condition, reach through and a p-

n junction APD's are examined specifically to observe the
diode recovery, the total stored charge, the influence of the
recombination lifetimes, and the effect of initial device gain

upon the transient response.
The two device designs recover in the same manner with

a few notable exceptions. The RAPD requires a significantly

higher reset bias in order to deplete the entire drift region. This
drift region not only allows the carriers to move rapidly to the

multiplication region, but the design will be advantageous in
terms of pixel cross-talk whereas the standard p-n junction

device may be prone to image blur unless additional isolation

is employed between pixels. Furthermore, clever design of
the RAPD device may allow for edge breakdown suppression

[23]. In terms of charge storage, both devices show evidence

of gain saturation during recovery due to the degradation of the
internal bias resulting in a square root dependence of stored

charge upon the integration time. As a large fraction of the
bias is recovered, the carrier multiplication is extinguished,

and both diodes begin to store charge at a linear response

rate, albeit at unity gain. The maximum storage capacity of

the devices is again dependent upon the device geometry.

Since the RAPD requires a greater depletion of charge during

reset, it has a larger capacity. Also, once the diodes have fully

recovered, any additional accumulated charge acts to forward
bias the devices. The overall capacity limit is set by the

recombination processes and the distribution of charge within
the forward biased devices. The RAPD will clearly go into a

high level injection state far after the p-n junction device since
the excess charge can easily be redistributed within the large,

low-doped region. Thus, the RAPD device has a substantially

larger total capacity. The dark response of the two devices
is examined for recombination lifetimes between 10 ms and

10/_s. The recoveries of the two devices here are considerably
different due to the vast difference between the volume of their

depleted regions. For the RAPD, once the intrinsic drift region

fills with charge, it is observed that the recovery continues at
the same rate as the p-n junction device as expected.

Finally, the effects of initial gain are observed to impact the
transient response of the device. Probably the largest limitation
in the construction of APD arrays for low light level imaging

arises from the lack of uniformity between pixels. Based on

this, large scale arrays would be difficult to achieve. However,
it is observed in this study that the sub-linear collection of the

charge for large initial gains acts to cancel any discrepancy in
accumulation caused by the dissimilarity of devices. Therefore,

the effects of charge saturation when the devices are used

in a flux integration mode, rather than using direct readout,

will help reduce some of the problems associated with device

nonuniformity in an APD array.
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A Smoothed Boundary Condition for

Reducing Nonphysical Field Effects

Arlynn W. Smith, Joseph W. Parks, Jr.,
Joe N. Haralson [I, and Kevin F. Brennan

Abstract--in this paper, we examine the problem associated with

abruptly mixing boundary conditions in the context of a two-dimensional
semkonduetor device simulator. Explicitly, this paper addresses the
tomsition between an ohmic-type Dirichlet condition and a passivated
Neumann boundary, in the traditional setting, the details of the transition
between the two boundary types are not addressed and an abrupt
transition is assumed. Subsequently, the calculated observables (most
notably the potential) exhibit discontinuous derivatives near the surface
at the point where the boundary type switches. This paper proposes
an alternative condition which models the progression between the two
boundary types through the use of a finite length, smoothed boundary
_'hereby the numerical discontinuities are eliminated. The physical and
mathematical basis for this smoothed boundary condition is discussed
and examples of the technique's implementation given. It is found that
the proposed boundary condition is numerically efficient and can be
implemented in pre-existing device simulators with relative ease.

Index Terms--Boundary conditions, macroscopic device simulation.

In the two-dimensional (2-D) simulation of semiconductor de-

vices such as metal-semiconductor-metal (MSM) photodetectors

[i]-[3). MOSFET's, etc., there is often a switching of boundary

conditions along the lateral surface of the device between a metal

contact and a passivated region. Due to the nature of how these
boundaries are modeled, the mathematics forces a change from

a Dirichlet- to a Neumann-type boundary condition somewhere

along the edge of the device. Application of a mixed Dirichlet

and Neumann boundary condition could, in principle, rectify this

problem, However, an unambiguous specification of this transition

throughout the contact surface introduces an additional constraint.

To our knowledge, specification of this additional constraint cannot

be simply derived or formulated with much accuracy. Typically, the

change in boundary condition is treated as an ideal, abrupt transition
for lack of a better description and further knowledge of the nature

of the interface. The calculated observables, therefore, can exhibit

discontinuous derivatives laterally along the boundary. This poses

a multifaceted problem based on both physical and mathematical

grounds. For instance, as the applied bias on the conduction contact

is increased, the discontinuity in the boundary condition leads to

the prediction of very high, nonphysically based electric field spikes
near the interface discontinuity. The erroneously calculated electric

field magnitude can then dramatically affect such parameters as the

impact ionization and tunneling rates and the mobility resulting in

the possibly incorrect estimation of carrier transport and breakdown
effects. Continued mesh refinement only exacerbates the problem

by making the finite difference approximations to the derivatives
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Fig. i. Illustration of sample device using the new smooth boundary con-
dition under consideration. The smoothed contact regime is along the top
surface of the device between .rt and .r2. The inset schematically shows
what is considered as an abrupt boundary transition.

more singular. Additionally, output current characteristics are often

desired at the metal contact. The presence of these discontinuous

derivatives makes the calculation of the current at the edge of the

metal difficult [4]. [5]. From a mathematical point of view, the

Laplacian operator in Poisson's equation requires that the potential

be at least C'L continuous within the simulation domain and along

the domain boundary. Using the abrupt interface between boundary

conditions does not preserve the required continuity, and thus fails

to guarantee the correct solution of the equation. This is exemplified
numerically through unbounded or oscillating solutions whereby the

system never reaches a converged result. One very simplistic means

of reducing the unwanted discontinuities is to use a coarse mesh in

the vicinity of the boundary change. Doing that, however, can remove

the possibility of accurately capturing the true physics of the device

such as current crowding effects.

Alternatively, a physically accurate treatment of the contact metal-

lization is impractical. A pictorial example of the difference between

an abrupt and a more physically realizable metallization pattern is

given in Fig. 1. An accurate incorporation of the "tailing" of the
metal is difficult to implement. First, the conductivity of the metal as

a function of the distance from the edge of the contact and applied

bias is generally not known. Moreover. and more importantly, the

approximation of an equipotential surface breaks down as the metal

is thinned. As the work function of the metal is used to pin the Fermi

level of the underlying material, any deviations from an equipotential
surface in the metal leads to a violation of the assumptions used in

the derivation of an ideal ohmic contact. Simulators which specify a

finite resistivity for the metal, but then fix the potential and carrier

concentration to values based on an ideal ohmic contact [6], only

address current flow to an external circuit, not the problem of an

abrupt change in the boundary condition. It is this last concern that

we wish to address.

In the modeling of devices, it is important to construct an approach

which accurately determines the magnitude of the electric field along

the lateral direction in the near vicinity of a metal-semiconductor

or metal-insulator interface. This technique should remove any

0278-0070/97510.00 © 1997 IEEE
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numerical artifacts produced through the discretization of the model

equations without severely changing the overall characteristics of the

device. In order to improve the predictive capability of numerical

device simulators for structures which contain an abrupt boundary

condition, we propose a new technique for smoothing the boundary

condition based on both physical and mathematical arguments. Rather

than having an abrupt switch in boundary condition, a short transition,

or "smoothed," boundary is employed. The only premise behind this

contact type lies in ensuring the conservation of the required continu-

ity along the periphery of the simulation domain. The parameters used

for the calculated observables on either side of the smoothed contact

are given by the traditional boundary types. The smoothed contact

requires the continuity of the potential and its first derivative along

the lateral direction at either edge of the boundary to be maintained.

With respect to Fig. 1, the following four conditions are mandated:

_(.rl ) = _x _'(.rl ) = _'l

_(.r2) = _2 _'(.v2) = _._. (l)

The simplest functional dependence which forces this condition is

a cubic polynomial. Substituting the requirements of (1) into the cubic

yields an expression for the smoothed potential along the surface of

the device

*(,r)= [2(_-et2)+_']LC+ef2LCI(.r-.r])aLC3

-Jr [_,l; _2L_.............__I/'1 Jr 6( IX/2 -liI/' ) -'_'_-'_31I/tl LC - 31"_I2LC]

• (.r-.r])2 + 02](.,.-.r2) + _l (2)

where LC = .r2 - a'] is the length of the smoothed boundary.

The values of k_ and q2 are obtained from the solution of the

previous iteration, while q'l and q_ are first order finite difference

approximations to the derivatives using the first two nodes outside

the smooth regime. For the case presently under examination, the

conditions on the metal side of the contact reduce to the applied

bias and zero for • and q'. respectively• This new boundary type is

treated as a Dirichlet contact and is implemented similarly to a metal

contact. The overall system of equations is solved self-consistently

over the entire simulation domain using this smoothed boundary,

thereby assuring that the values for the potential are accurately

calculated.

The simplicity of this technique lies in the fact that the only

requirement on the boundary is the maintenance of the continuity

of the potential. The aforementioned spikes arise from the inaccurate

description of the boundary transition which is physically continuous

yet often treated in a discontinuous manner. An increase in the

magnitude of the electric field at the boundary interface is expected

on physical grounds, but the standard treatment of the interface

introduces an additional, purely numerical, spike at the discontinuity•

The introduction of the smoothed boundary immediately introduces

the required continuity, thus eliminating the numerically generated

spike. This is guaranteed regardless of the length of the smoothed

contact, provided that the domain discretization is sufficiently dense

to accurately capture the nature of the transition. Additionally, this

technique, unlike the abrupt case, is stable in the sense that continued

mesh refinement about the transition will not greatly alter the results
of the simulation.

Before simulations can be made utilizing this new boundary

type, the additional degree of freedom embodied in the adjustable

parameter LC needs to be specified. The size of the smoothed contact

influences the distribution of the potential in the vicinity of the
interface, and hence will affect the magnitude of the electric field in

that region. A device with a very short transition length will develop a

rather large, physically accurate, field near the interface. Conversely,

a device with a large transition length will have a lower overall

field magnitude. The proposed smoothed boundary model predicts

this trend in the field behavior, whereas the standard practice of

using a discontinuous boundary does not. Under ideal conditions,

an empirically based estimate for the "'tail" length would be directly

used as the smoothed boundary length in the calculation, requiring

direct experimental measurement of LC. This would yield the best

results for the most detailed analysis. However, recognizing that an

exact value of this parameter is often unavailable, we have considered

using a value of LC which is some fraction of the metal thickness

of the ohmic contact. In this case, the actual numerical value is

somewhat arbitrary, but it is seen that a modest range of values for

LC exists such that the erroneous spikes are removed without greatly

undermining the true field present within the device.

Fig. 1 shows a test device used to compare the effects of a

smoothed boundary condition to that of an abrupt change in boundary

type. The physical dimensions of the device are given in the figure,

and the thickness of the ohmic metal contact is assumed to be

4500 /_.. Fig. 2 displays the calculated potential along the lateral

direction at the top of the device for the abrupt condition and for

several values of LC as a percentage of the metal thickness. From

the figure it is clearly seen that employing the smoothed boundary

condition has not appreciably altered the overall potential profile of

the device. However, near the interface where the smoothed boundary

condition has been used, a difference is observed. The inset of Fig. 2

illustrates the potential in the immediate neighborhood of the abrupt

discontinuity. For the case of the abrupt boundary transition, the

slope of the potential is discontinuous while the smoothed boundary

condition obeys the requirements which were imposed by the cubic

polynomial given by (1) and (2).

Figs. 3 and 4 show the calculated magnitude and vector direction

of the electric field at a bias of 12 V for both the abrupt transition and

a case where a 10% smoothed boundary is used. Only a very small

portion of the device is shown to emphasize the boundary transition.

Looking at the overall device, it is observed that the field spike is

confined to a very small region near the surface, and that the field even

one tenth of a micron away from the contact is essentially unchanged.

For the MIS structure under consideration, the field discontinuity is on

the oxide surface and, subsequently, both the abrupt and the smoothed

cases give roughly the same field inside the semiconductor. The large

spike in the abrupt case clearly originates from the discontinuity. In

the smoothed case, the spike has been removed yielding a more phys-

ically realistic electric field at the interface. The vector plots illustrate

that the direction of the field changes in a consistent and continuous

manner using the smoothed boundary condition. When the abrupt

boundary condition is employed, the field direction undergoes a very

sudden and dramatic shift in direction near the metal contact as can be

seen from Fig. 3. In terms of convergence, the smoothed boundary,

as a direct result of removing the numerical discontinuity, enables

device simulation up to much higher biases. For example, the device

with an abrupt boundary condition given in Fig. 3 did not yield a

converged solution for biases greater than 12 V, while the device with

the smoothed boundary condition was simulated to biases exceeding

60 V. The ability to simulate high voltage conditions is often very

important as, for example, in the case of avalanche photodiodes.

By performing several simulations, it is further observed that

additional mesh refinement directly, and undesirably, impacts the

magnitude of the field for the abrupt case while the smoothed
condition is insensitive to additional refinement. To illustrate the

stability of this simulation with the new boundary condition, the

maximum electric field as a function of grid refinement is plotted

in Fig. 5 at a constant value of LC. As can be seen from inspection

of Fig. 5, when the new boundary condition is employed, the
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Magnitude and vector plot of the electric field for the abrupt transition near the top surface of the device.

maximum electric field remains essentially unchanged with grid

refinement. Alternatively, if the standard approach is employed,

the maximum electric field greatly increases with increasing grid

refinement. As discussed above, the difference in the maximum

electric field between the two methods is due to the mathematical

error introduced in the abrupt formulation. In the limit of a very

coarse mesh, both techniques converge to the same maximum

electric field. Therefore, the application of the new boundary

condition results in an unambiguous specification of the magnitude

of the electric field independent of the degree of mesh refinement.

As previously mentioned, the distance over which the boundary is

smoothed,/..C, is expected to alter the final results of the simulation.

This is shown graphically in Fig. 6 for the device under consideration.

Here, the maximum electric field is plotted against the length of

the smoothed boundary at a bias of 4 V. For the range of LC

considered here, the electric field varies by about a factor of three

with an observed saturation for large values. This range is due

to the difference between the physically realistic potential profiles

and is not a consequence of numerical error as seen in the abrupt

case. Even if the length of the smoothed boundary is completely
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between nodes for the abrupt and smoothed boundary conditions. For the
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is 12 V for all cases.

unknown, the maximum uncertainty in the estimation of the field is

still considerably smaller than that associated with using the abrupt

boundary condition. The smoothed boundary, therefore, is again seen

to be an improvement over the standard discontinuous model.

We have presented a new approach for modeling a change

in the boundary condition along the lateral direction of a

metal-semiconductor or metal-insulator interface. The technique

introduces a small interface region between the two incompatible

boundary types which is designed to ensure the necessary continuity

of the potential and its first derivative along the lateral direction at

both ends of the smoothed boundary. Using this new technique, it is
observed that the electric field at the interface becomes insensitive

to the degree of mesh refinement, as opposed to the case of an

abrupt transition where the magnitude varies strongly with the mesh.

Therefore, the new method leads to an unambiguous specification

of the magnitude of the electric field, resulting in a more accurate

and physically realistic description of the device performance. Just

as the values of the device geometry and doping profiles must be

known prior to conducting a simulation of a device, the additional

parameter LC must be specified. As is often the case with other

tt

4_

uJ

|
G.

1.1xI0 a

t.OxlOe

9.0x10 s

8.0x10=

7.0x10s

6.0x10s

5.0x10*

4,0x10s

3.0x10s

%LC VS Max Field

0 2 4 6 8 10 12 14 16

%LC

Fig. 6. Maximum electric field calculated for different values of LC at an
applied bias of 4 V.

geometrical features of a device, the exact value of LC' may not

be known to within any great accuracy as it corresponds to the

length of the metal "tail" of the conducting contact. It is observed,

however, for the values of LC considered in this paper that the

"smoothed" boundary does not substantially affect the magnitude of

the electric field within the semiconductor.
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Theoretical Calculations of Charge

Confinement in a pn-np Heterojunction

Acoustic Charge Transport Device
Arlynn W. Smith, J. Stevenson Kenney, William D. Hunt, Kevin F. Brennan,

Senior Member, IEEE, Rudy Benz, and Christopher J. Summers, Member, IEEE

Abstractm An alternative structure for heterojunction acoustic /_n,p
charge transport (HACT) devices has been devised and analyzed, kb

The structure uses a pn-np doping profile near the surface Te,h
of the device to create a charge transport layer and provide Cc
top vertical confinement. This is contrary to previous n-type
HACT structures which rely on residual surface states and a
heterojunction discontinuity for the same functions. The use of _v
the pn-np doping as the channel depletion mechanism makes X
the device insensitive to the residual surface state density, thus Eg

providing a more robust design. In addition, the use of the me, h
back np junction enables widening of the transport layer thereby Ac
increasing the amount of charge that can be transported by the
acoustic wave. As a result of the increased charge capacity it r/c
is expected that the pn-np ACT device wUl exhibit a greater Av
dynamic range and current than previous HACT designs, rh,
The analysis of the device structure is accomplished herein using
a two dimensional hydrodynamic simulation code, Semiconductor
Total Energy Balance Simulator in two Dimensions (STEBS-2D),
which has been modified to account for the potential created
by the surface acoustic wave. The calculated results indicate
that an order of magnitude enhancement in charge capacity is
possible using the new structure. Transfer efficiency calculations
for several different lifetimes in the transport layer show high
efficiency values, greater than 7 9's efficient _ith a Shockley Read
Hall lifetime of 10 nsec.

NOMENCLATURE

_r
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q

P
n

N_-
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t

//n,p

R,G

Relative permittivity of semiconductor.
Permittivity of free space.

Electronic charge.
Electrostatic potential.
Hole concentration.
Electron concentration.
Ionized donar concentration.

Ionized acceptor concentration.

Effective doping due to surface acoustic wave.
Time.

Velocity of electrons and holes.
Recombination and Generation.
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Electron and hole mobility.
Boltzmann constant.

Electron or hole temperatures.
Conduction band edge (includes bandgap

narrowing).
Valance band edge (includes bandgap narrowing).

Electron affinity.
Semiconductor band gap.
Electron and hole effective mass.

Ratio of Fermi integrals {_'l/_(r/c)LTr_l/z(r/c)}.
Reduced energy of the conduction band.

Ratio of Fermi integrals {.Trl/2(rh,)LT_l/2(rh,)}.
Reduced energy of the valance band.

I. INTRODUCTION

ETEROJUNCTION acoustic charge transport (HACT)
devices are promising candidates for analog signal pro-

cessors and rf memories. The HACT device structure is just

one of the two major forms of acoustic charge transport

(ACT) devices, bulk and surface types. In bulk ACT struc-

tures charge is confined in the vertical direction (,-,,5 to 6

/am deep) using a bias potential created between a reverse-
biased Schottky barrier and an applied back-gating potential.

In HACT devices vertical confinement (< l tzm deep) is

provided by discontinuities in the conduction band edge due

to material changes. In both HACT and ACT devices lateral

confinement and charge transport is accomplished using the

potential created by a surface acoustic wave generated within

the semiconductor. A schematic diagram of acoustic charge

transport in a representative HACT structure is shown in Fig.

1. As can be seen from Fig. 1, the surface acoustic wave
generated by a transducer on the surface of the semiconductor

propagates through the structure pushing charge from the input

contact over some distance for later extraction at an output
contact.

The HACT structure offers several important advantages
over a conventional buried channel ACT. The HACT device

has less power dissipation, utilizes simpler channel isolation

techniques, is self-biasing, and enables possible direct inte-

gration with other planar technologies [1]. These advantages

are realized due to the shallower depth of confinement for
the charge packet. Less input power is required because more

efficient use of the surface acoustic wave (SAW) potential

0018-9383/95504.00 © 1995 IEEE
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Fig. 1. Schematic diagram of a surface acoustic wave propagating in an

epilayer structure.

is obtained from the shallower charge confinement• Channel

isolation can be provided by mesa etching or proton isolation

which would not be possible at a depth of 5 gm. However,

these advantages do not come without some penalty. In the
conventional HACT (n-HACT) structure, shown in Fig. 2,

the self-biasing of the device relies on residual surface states

and very critical control of the doping in the layer structure.

The one dimensional conduction band diagram, without any

acoustic potential, for three different cases of residual surface

charge for the n-HACT structure is displayed in Fig. 3, the
surface charge densities are -1.0 x 1012 cm -2, -1.5 x 10 z2

cm -z, and -5.0 x 1012 cm -2. The fermi level is at zero
volts. Notice that at the lowest residual surface concentrations

the channel is modulation doped by the dopants in the top

AIGaAs layer. At moderate values of surface charge [2] the

channel is depleted as required. This is the first surface state

density for which we obtained charge confinement. As the

surface charge increases the channel becomes more depleted.

The depth of the depletion region is controlled by the density

of the surface states and the doping concentration in the layers

below• The design goal is to have the doping concentration in

the AIGaAs layer slightly larger than the fixed surface charge
[1 ]. Once the surface states have been satisfied this will then

provide a small amount of mobile charge for transport [1]. A

major problem is that the resulting value of surface charge

is not known apriori i.e., different processing conditions or

even different atmospheric conditions could change the final
residual surface concentration.

Small variations in the doping concentrations within the

layers can also upset the delicate charge balancing with the

surface state density. Any of these deviations from perfect
balance can cause large variations in the device performance.

Relying on surface charge to deplete the channel layer also

introduces a limit on the width of the transport layer, the

surface charge acts over a small distance unless the material

is lightly doped. A smaller transport layer thickness limits the

charge capacity of the acoustic wave packet thereby decreasing

the dynamic range of the device. Therefore, a need exists for

a HACT device design which is insensitive to the residual

surface states and has performance characteristics comparable

20 nm GaA8 N-_fpe NID

70 nm NGaI_I with 30% Nun_num N-_pe 2.0e17

40 nm GllAs N-{ype NID

100 nm AIGilAs wRh 30% Aluminum N-(ype NID

GaAs Substrata N-type HID

Fig. 2. Epitaxial layer structure of a conventional n-type heterojunction

acoustic charge transport device (n-HACT).
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Fig, 3. One dimensional conduction band diagrams of the n-type HACT

device with three different residual surface state concentrations, no acoustic

potential.

to or greater than the current HACT structures which rely
on the surface states and have limited channel widths• A

structure which utilizes a pn junction at the surface to isolate

the channel from surface states was proposed in reference [3].

However, the structure was never analyzed to determine the

necessary doping profiles or the device characteristics. The

structure proposed in this paper is an extension of the pn

HACT configuration first described in reference [3]•

The purpose of this paper is to introduce and analyze
an alternative HACT structure, hereafter called p-HACT,

which is relatively insensitive to changes in residual surface

concentration and to fluctuations in the doping concentration

of the epitaxial layers. The proposed device structure utilizes

a pn junction at the front surface to provide isolation from the

surface charge and to create the top vertical confinement. A

lightly doped n-type channel layer is then separated from the

substrate by a p-type A1GaAs layer. The p-type AIGaAs serves

two purposes: First, the band edge discontinuity provides

the bottom part of the vertical confinement. Second, the p-

type doping serves to complete the depletion of the transport

layer. By using dopants to deplete the transport layer, channel

thicknesses an order of magnitude larger than those obtained
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Fig. 4, Epitaxial layer structure of the alternative p-type heterojunction

acoustic charge transport device (p-HACT).

in current HACT devices can be achieved, sensitivity to the

surface states is reduced, and processing variations can be

avoided.

The remainder of the paper will discuss the two dimen-

sional device simulation code, Semiconductor Total Energy
Balance Simulator in two Dimensions (STEBS-2D), used for

modeling the performance of the HACT structures. The charge

packet size and shape for the two different HACT designs at
one specific acoustic power level will then be compared for

three different residual surface charge concentrations. Finally,

transient simulations using several values of carrier lifetime in

the channel layer provide a measure of the maximum charge

transfer efficiency of the proposed structure.

II. DEVICE DESIGN

The layer structure and doping concentrations in the new

p-type HACT, hereafter referred to as p-HACT, is shown in

Fig. 4. The design consists of a top layer of p-type GaAs

doped to 2.15 x l017 cm -3 with a thickness of 50 nm, 50
nm n-type GaAs doped to 1.85 x l017 cm -3 follows the cap

layer. The channel layer is 300 nm of n-type GaAs doped to
1.0 x l01_ cm -3. The bottom vertical confinement layer is

100 nm of p-type Al0.aGa0.TAS with a doping concentration
of 1.0xl0 _6 cm -a. The substrate is n-type GaAs doped at 5.0

x l015 cm -3. Alternatively a 2 #m GaAs buffer layer of the

same doping concentration on a semi-insulating substrate can
be used. The one dimensional conduction band diagram of

the p-HACT, without the superimposed acoustic potential, for
three different residual surface state concentrations is shown in

Fig. 5, the surface state densities are - 5.0 x 1011 cm -2, - 1.0
x l012 cm -2, and - 5.0 x l01_ cm -2 which differ from those

used in the n-HACT simulation. Comparing Figs. 3 and 5 it is

immediately apparent that the p-HACT structure is much less
sensitive to fluctuations in the top surface charge; the band

diagram does not change as the surface charge varies. Also
note that the width of the transport layer has been increased

by almost an order of magnitude, from 40 nm to 300 nm.
The maximum doping concentration in the two HACT

structures is approximately the same for several reasons. First,

it was found that when the doping concentrations in the first

two layers was reduced the p-HACT became more sensitive

to the surface state density. Similar behavior occurs for the

n-HACT structure. Since the design goal is to produce a
device insensitive to the surface state concentration, the doping
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Fig. 5. One dimensional conduction band diagrams of the p-HACT device

with three diffcren¢ residual surface state concentrations, no acoustic potential.
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Fig. 6. Magnitude of the acoustic potential in the n-HACT and pHACT

structures, the transport channels are located between the origin and the

vertical line. Two different boundary conditions are displayed; a free surface

boundary condition and a shorted (metallized) boundary condition.

concentrations in the top layers must remain fairly high.

However, the doping concentration in these layers can not be

increased to arbitrarily high values in either structure owing to

the fact that the top surface of the HACT structure can not be

highly conductive [1]. A highly conductive surface, such as a

metal or highly doped semiconductor, will short out the surface

acoustic wave propagating in the underlying semiconductor.

This will be discussed at length in the next section. In the

case of the n-HACT structure the doping concentration in the

AIGaAs cap layer can not be raised too high because the layer

will begin modulation doping the transport layer, similar to a
HEMT. As the number of carriers increases in the channel due

to the modulation doping the acoustic wave will be damped

out, the perturbation due to the displacement charge from the

surface acoustic wave will become too small compared to

the background carrier concentration. In the p-HACT device,



980 IEEE TRANSACTIONS ON ELECTRON DEVICES, VOL. 42, NO. 5. MAY 1995

mh J
(5)

high doping creates a very strongly depleted channel but the

perturbation due to the acoustic wave is not great enough to

cause significant lateral confinement. For this case the heavy

doping strongly pins the energy bands in the channel region.

III. MODEL DESCRIPTION

The ability to model the HACT structure depends upon
the assumption that the acoustic properties of the material

can be treated as a perturbation to the electrical properties
under specific conditions. The SAW potential is converted

to an effective doping concentration and superimposed on

the background concentration of the structure. This is more

realistic than superimposing the SAW potential directly on the

device potential because at the surface and deep within the

substrate the SAW contributes little to the overall potential.

A. Electrical Model

The fundamental basis of our model is a two dimensional

hydrodynamic device simulation code, STEBS-2D [4]. For

the simulations presented here, the lattice temperature effects

and electronic heat transfer have been neglected. The resulting

partial differential equations describing the system and solved

within the context of the hydrodynamic simulator are

v( rv ) = q(p - n + - Nj + rsaw) (1)
go

'_ + _Te(n_Tn)=-R+G (2)

(ap)+V.(pG)=-R+G (3)

3 Vm: 1
ritz, =ttn -kbTeAcWn + nV(ee- X)+ 2 nkbT'Ac--_ "l)(a

(see (5) shown at the top of the page.)

Equation (l) is Poisson's equation for the potential and in-

cludes the effective doping from the surface acoustic wave,

F,aw, as will be described. Equations (2) and (3) are the

electron and hole current continuity equations. The electron

and hole flux equations are given in (4) and (5). On the right

hand side of (2) and (3), the generation/recombination terms (R

and G) account for band to band, Auger, and Shockley-Read-

Hall (SRH) recombination. The partial differential equations
are discretized using the control volume method as described

in [4], [5]. All material parameters i.e. bandgap, mobility, den-

sity of states, recombination parameters are determined using
the formulas stated in PC-ID [6]. In addition, a thermionic-

field emission boundary condition [7] for the currents is

implemented at each material discontinuity. Interface states
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Depth into Device (/Jn)

Fig. 7. Maximum value of the displacement charge created by the acoustic

wave as a function of depth into the p-HACT structure. The discontinuities

are caused by abrupt changes in material permittivity.

and recombination centers were assumed to be negligible at

the material discontinuities. Equations (1)-(5), along with the

appropriate boundary conditions for the device domain, are

solved for the three fundamental variables _,, n, and p.

In the simulations presented here four different boundary

conditions are needed. The first is a grounded ohmic contact

[81 at the back surface of the device. The second type of

boundary condition is the symmetry boundary condition [8].

This is applied on both lateral sides of the simulation domain.

This choice of boundary conditions will be explained further

in the next section on modeling the acoustic wave. On the top

surface two different types of boundary conditions are used. In
the one dimensional simulations without the surface acoustic

wave, Figs. 3 and 5, a free surface boundary condition is

employed for the electrostatic potential. Its mathematical form
is

o0
f-semi a lg" -- Qint (6)

v_L[

The parameter f.semi is the semiconductor permittivity and

Qint is the surface charge density and varies in the range -5 ×
10u to -5 x 1012 cm -2. This range of surface charge density

corresponds to approximately 1% of the dangling bonds being
charged. Even though the SAW is expected to alter the surface

state occupancy (Qint), this has been neglected in the model

due to the lack of information concerning the charged state

profile. The boundary conditions for the carrier concentrations

depend upon satisfying the continuity equations at the surface
with respect to the surface recombination rate as,

••In= -qRsu,./= -qs_(.+m)+s_(p+p,)

.Jp = qRsurI = q s.(n+nt)+Sp(1J+pt)

(7)
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Fig. 8. Two dimensionalconductionband diagramsfor the (a) n-HACT
structure,and (b) p-HACT structurewith an applied surfaceacousticwave.
Only theepitaxial layer are displayedin eachcase.

In the one dimensional simulations the value of the surface

recombination rates (R,u,-f) used in (7) has been set to

zero. Setting RsurI to zero is justified because the surface

is not driven out of equilibrium. Therefore np= n/2 and no
matter what the actual surface recombination velocities are

the surface recombination rate evaluates to zero [8]. These

one dimensional simulations then provided the value of the

fermi level with respect to the intrinsic level which was used
in the two dimensional simulations.

In the two dimensional simulations with the SAW the free

surface boundary conditions given by (6) and (7) in the

981

one dimensional case could be used with the modification

that an extra term accounting for the acoustic displacement
charge is added to (6). This is only done in the case of
the n-HACT structure at the lowest residual surface state

concentration. At the other surface state concentrations in the

n-HACT structure and at all surface state concentrations in

the p-HACT structure the free surface boundary condition

is replaced by a pinned fermi level boundary condition. The
value of the fermi level is fixed to the value calculated from

the one dimensional simulation with the fixed surface charge.

The use of either the free surface with charge boundary

condition or the pinned fermi level boundary condition in

these cases results in the same potential profile. The similar

potential profile occurs because the SAW displacement charge
is a very minor perturbation compared to the fixed surface

states, only changing the fermi level by -,,1.0 x 10 -s volts.
Even in the n-H.ACT structure at the lowest surface state

concentration and a modified free surface condition of (6)

with the acoustic displacement, the potential profile within the

channel is unchanged from that obtained with a fixed fermi

level at the surface. However, the pinned fermi level boundary

condition tends to speed the convergence of the solution.

The simulation domain is nonuniformly discretized using

rectangular control volumes. The node placement is performed
adaptively during the equilibrium portion of the simulation.

The adaptive gridding depends upon the change in potential,

changes in material types or boundary conditions, and fluc-

tuations in the doping concentrations. Generally the adaptive

gridding results in a mesh consisting of approximately 107

x 41 points. The system of equations is linearized using

Newton's method. The resulting system is solved using an

iterative approach known as the conjugate gradient squared
and stabilized method [9]. The code for this accelerator was

added to the NSPCG library for the solution of nonsymmetric

systems of equations [10].

B. Modeling the Surface Acoustic Wave

As previously stated the acoustic wave potential provides

lateral confinement and transports the charge. To utilize the

maximum coupling coefficient between the mechanical and

electrical components of the SAW power a wave propagating

in the <1 I0> direction on a [100] crystal structure is simulated.

The SAW potential is calculated for the layer structures
by the technique described in reference [11]. The resulting

normalized potential as a function of distance from the surface

for the p-HACT structure supporting a SAW with a power

intensity of 1 mWatt/A is depicted in Fig. 6. The magnitude of

the SAW potential for two different surface conditions, a free

surface and a metallized surface, are displayed. Notice that the

SAW potential is completely shorted out at the surface for the

metallized device while the SAW potential maximum occurs

at the surface in the free surface structure. Fig. 6 can be used

to explain why a highly conductive surface can not be used in
the HACT structure, as mentioned above. The location of both

the n-HACT and p-HACT channels lie between the origin and

the vertical line in Fig. 6. The channels are located very close

to the surface to take advantage of the high magnitude of the
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Fig. 9. Equi-energy contour plots of the n-HACT structure with an applied surface acoustic wave and three different residual surface state concentrations:
(a) -1.0 x 1012 cm -_, (b) -1.5 x 10 ]2 cm -2.

SAW potential present in the free surface case. As the front

surface doping concentration increases, the surface becomes

conductive and the maximum magnitude of the SAW potential

decreases in the immediate vicinity of the surface. Therefore,

in the highly conductive surface device the SAW potential is

insufficient near the surface to effectively transport charge.
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As stated in Section III.B. the acoustic wave is modeled

as a perturbation to the impurity doping density in Poisson's
equation. The magnitude of the displacement charge resulting

from the acoustic wave is obtained by the Laplacian of

the wave potential and modulated by a sinusoidally varying

function [12]

Fsa_.(x,y,t)= Ps-q_[k2¢8,,,.(x) 02¢_(X)]cos(ky - wt)

(8)

The factor Po in (8) is a power scaling factor, indicating the

SAW potential at the surface under free surface conditions,

while k is the wave number of the acoustic wave. Fig. 7

depicts the maximum displacement charge, FSAW(x,y,t), in

the p-HACT structure for an acoustic wavelength of l0 #m, a
P8 of 4 [12], and a free surface boundary condition. Contrary

to the smooth behavior of the displacement charge in the case

of bulk ACT devices the displacement charge in the HACT

case shows discontinuities due to the abrupt changes in the

permittivity of the constituent material.

In the calculations presented below only one wavelength of

the SAW will be simulated. The beginning and ending points
are chosen at the potential minimums, thus creating a potential
well to confine the electrons in the middle of the simulation

domain. Provided the injected electrons do not greatly effect

the shape of the SAW the choice of a symmetry boundary

condition in the lateral directions can be justified.

C. Comparison with Previous Models

Several numerical models have been reported to simulate

charge injection in bulk ACT devices [12]-[15]. One of the

major aims of this work is to analyze the HACT structures

so only a limited comparison of our model to previous ACT

models is appropriate. The earlier bulk ACT models neglect

the hole contribution to the solution. This implies that no

carrier recombination takes place, and therefore the charge

transfer efficiency would always be calculated to be unity.

Our model enables a more realistic calculation of the charge

transfer efficiency by including the hole transport equation to
simulate recombination. Previous ACT models were concerned

with simulating the injection process between the input ohmic

contact on the surface and the acoustic transport channel in

the bulk of the device. In the model presented here the desired

amount of charge is added at a specific location very close to

the surface in a very small time step (1 psec). Then two small

time steps are sequentially performed allowing the charge to

distribute itself within the SAW's well. The time steps used

in the simulation are 0.1 and 0.5 nsec. After 0.6 nsec elapses

the injected charge is then in steady state with the acoustic

potential. Next the time steps are increased to calculate the

charge transfer efficiency.

Simulation of an n-HACT structure has been reported by

researchers at United Technologies Research Center (UTRC)

[2], [16]. As in the case of the bulk ACT models the hole

equation was removed from the UTRC solution domain. The

charge injection in the UTRC model is similar to the method

of injection adopted here. A major difference between the two

models is the UTRC model uses top and bottom ground planes

as boundary conditions for the top and bottom of the device.

It is in these planes that image charge created by the injected

electrons will reside. Using the model presented here, which
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does not use ground planes, it will be shown that the image heterojunction. Another major difference is in the calculation

charge actually resides in the substrate just below the bottom of the displacement charge. The UTRC model used a simple
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Fig. I1. Electron packet shape for the p-HACT structure with an applied

surface acoustic wave and I0 6 electrons/cm injected into the transport channel.

The loss of electrons from 0.6 to 0.8 pm deep is the image charge created

by the injected electrons.

expression for the displacement charge in the HACT channel,

-(-_q)V2(¢oCOs(ky - wt)) (9)P.a_,(x,y,t) =

where the constant ¢o was set to 1. In the model presented

here, which uses (8), the value of the power parameter. P.,

would need to be set to an unusually high number as compared

to that given in [12] to obtain the same potential profile as

shown in [16]. The UTRC model and the model presented

N _ -I.0xI0 _2 Cm "_ _ [ Fi'Og10e C_1"I[

:l

Fig. 12. Electron packet shape for the n-HACT structure with an applied
surface acoustic wave, a residual surface state concentration of -1.0 x

10t2cm -2, and an injected carrier concentration of 5 x 10 6 electrons/cm.

in this work both ignore the synchronous field created by the

constant velocity of the SAW in the propagation direction [ 1].

IV. APPLICATION TO n-HACT AND p-HACT DEVICES

The one dimensional simulations, Figs. 3 and 5, depict

the conduction band without any acoustic potential. These

figures serve to highlight the effect of the surface state

density for both the n-HACT and p-HACT structures. In
this section these structures are simulated in two dimensions
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(a) (a)

(b)

Fig. 13. Electron packet shape for the n-HACT structure with an applied
surface acoustic wave. a residual surface state concentration of -1.5 x
10Z2cm -2, and two injected carrier concentrations: (a) 1.0 × [0 7 elec-

trons/era and (b) 5.0 × 10 7 electrons/era. Notice the spreading in the case
of 5. × 10 7 electrons/crn.

with a superimposed SAW potential and injected charge to

determine their charge capacity and charge transfer efficiency.
The acoustic wave simulated has a wavelength of 10 #m, a

frequency of 287.75 MHz, which leads to an acoustic velocity
of 2877.5 m/see.

Fig. 8(a) and (b) show energy surface plots of the steady
state conduction band for the n-HACT and p-HACT structures
with a surface state density of -1.5 x 10z2 cm -2 and -1.0

x 10z2 cm -2 respectively. The power scaling factor, P,, for

both structures was 4. These figures are useful for illustrating

the potential well created by the SAW potential. Hereafter, the

conduction band will be illustrated by using contour plots of
the energy surface. Comparison of Fig. 8(a) and (b) shows

that the well created in the p-HACT structure (Fig. 8(b) is
approximately an order of magnitude larger than the n-HACT

structure. In the n-HACT structure the top and bottom vertical

confinement is provided by the two heterojunction barriers.

As previously described, the top vertical confinement in the

p-HACT structure is provided by the pn junction, with no

(b)

Fig. 14. Electron packet shape for the n-HACT structure with an applied
surface acoustic wave, a residual surface state concentration of -5.0 x

1012cm -_, and two injected carder concentrations: (a) 5.0 x 107 elec-
tronsdcm and (b) 1.0 x 10%lectrons/cm.

abrupt change in the conduction band, and the bottom vertical

confinement is formed by the heterojunction discontinuity.

Fig. 9(a)-(c) show the equi-energy contour levels for the
n-HACT structure with a P, factor of 4 and surface state

concentrations of-I x 10 z_, -1.5 x 10z_, and -5.0 x 10 z_

cm -2. The values of the lateral barrier created by the SAW
and the value of the pinned fermi level at the front surface are

given in Table I. Note that there exists only a very little lateral
potential barrier at a surface concentration of -!.0 x 10 -_

cm -2. The value of the pinned fermi level in Table I for the n-

HACT structure demonstrates again this structure's sensitivity
to the surface state density. At a residual concentration of - 1.0

x 10 -_ cm -2 the level is 0.0895 eV, both the cap layer and

channel layer are modulation doped by the AIGaAs. However,
at residual concentration of -1.5 x 10 -_ cm -_ the level has

dropped to -0.684 eV and the cap layer is now depleted.

The steady state conduction band contours for the" p-HACT
structure with surface concentrations of -5 x 10 _z, -1.0 x

10 _, and -5.0 x 10 _2 cm -2 are displayed in Fig. 10(a)-(c).

As in the case of the n-HACT structures the P, value was
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surface acoustic wave. a residual surface state concentration of -I.0 x
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m-HACT ,a, maxw.r¢

-l.OxlO" -I.SxlOU -S.0xl0"

0.0_195 -().6S3"; -0.8140

0.37 7-51 10.09

1.64 9.10 13.30

p,-HACT

*5.0x|O _* .| .OxlO ra .5.0x10 t2

-0.69S3 -0.7254 -0.8243

8.02 7.92 7.g0

16.60 16.66 16.64

set to 4 and values of lateral barrier and pinned fermi level

are listed in Table I. As seen from Fig. 10 and the values of
the lateral barrier in Table I the surface concentration does

not significantly change the shape of the potential well in the

p-HACT structure.

To determine the maximum charge capacity of the potential

well excess electrons are injected into the channel at the
conduction band minimum. The structures are simulated until

the electrons reach steady state with the acoustic potential.

The number of injected electrons is increased until it appears

that the electrons are not being confined within a single

wavelength. Fig. 11 is an example of the electron charge packet

shape when 106 electronsJcm are injected into the middle of

the simulation domain for the p-HACT structure. To determine

the electron packet shape the electron density simulated at

steady state was subtracted from the electron density sim-

ulated 0.6 nanoseconds after the charge was injected. The

0.6 nanoseconds is required for the electrons which are only

injected at the middle to attain a steady state condition with

the acoustic potential. Notice that the electrons are confined to

the center of the simulation domain, which is the lowest part

of the conduction band in Fig. 10. The width of the packet

is approximately 2 #m wide in the propagation direction. As

will be seen in the figures to be presented the width of the

packet increases as the amount of injected charge increases.

Also note in Fig. 11 that an image charge, i.e. removal of

electrons, has been created in the substrate just below the

confining heterojunction. This image charge will not be plotted

in later figures, but the reader should be aware that it exists.

Fig. 12 shows the electron packet shape for

5xl06electrons/cm injected into the n-HACT structure
with the lowest residual surface state concentration. The

electrons are not confined to the middle of the simulation

domain, but spread over the channel along the propagation
direction. This indicates that this structure has exceeded

its maximum capacity for SAW transport; there is no

confinement in the propagation direction. Fig. 13 depicts

the electron packet shape for the n-HACT structure with a
residual surface state concentration of -1.5 x 1012 cm -2 for

two injected electron concentrations. Fig. 13 a is for a packet

of 107 electrons/cm. This is the maximum amount predicted
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Fig. 16. Fraction of packet electrons remaining as a function of elapsed time in the p-HACT structure for three different values of SRH lifetime:lpsec, 10 nsec, and 0.1 nsec.

by the UTRC model for this structure. When the injected

electron concentration is increased to 5 x 107 electrons/cm,
Fig. 13(b), there is spreading of the packet over the entire

simulation domain, indicating that the maximum capacity
has been exceeded. Note that unlike the UTRC model the

lack of confinement is due to the SAW potential not the

heterojunction barrier. Fig. 14 displays the electron packet
shape for the n-HACT structure with the highest residual

surface state concentration. In this case the electron packet
does not spread until the injected concentration reaches 10s

electrons/cm. Comparison of Figs. 13 and 14 shows that

excess surface charge can lead to a small increase in the

maximum charge capacity of the wells

The electron packet shape obtained using the p-HACT
structure with a residual surface state concentration of - 1.0 x
1012 cm -2 and three different injected electron concentrations

is shown in Fig. 15. For an injected electron concentration

of 10z electrons/cm, Fig. 15(a), the packet is confined within

5/zm of the simulation domain. Fig. 15(b) shows the packet
confinement when 5 x I07 electrons/cm are injected, even

at l0 s electrons/cm, Fig. 15(c), the packet is still fairly well
confined to the simulation domain. Due to the similarities in

the characteristics of the p-HACT structure at other residual

surface state densities charge packet shapes at other surface

state concentrations will not be presented. Simulations at
surface state densities of 1.0 x 10_1 and 1.0 x 1013 cm -2

also show similar insensitivity. Comparison of Figs. 13 and

15 shows that due to the larger channel thickness in the p-

HACT structure the peak electron concentration density is
approximately half of that obtained in the n-HACT structure

for the same injected carrier concentration. These figures also
show that for approximately the same surface concentration

the p-HACT has a charge capacity which is nearly an order of
magnitude higher than the n-HACT structure. The maximum

charge capacity for the p-HACT structure is approximately the

same as the n-HACT structure with a high residual surface
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Fig. 17. Number of 9's in the charge transfer efficiency as a function of
the value of the SRH lifetime in the channel region of the p-HACT device
structure.

concentration, as can be seen from a comparison of Figs. 14
and 15.

To determine the maximum charge transfer efficiency of
the p-HACT structure electrons are injected into the channel

layer in the same manner as for the packet shape calculations.

The structure is simulated for ,-, I000 wavelengths, 4 #sec, at

different time intervals. The amount of electrons remaining in

the packet was recorded to determine the transfer efficiency.
The fraction of electrons remaining in the packet as a function
of time is shown in Fig. 16 for three different values of

SRH lifetime in the channel layer. At high SRH lifetimes

the fraction of remaining electrons is very close to unity,

indicating excellent charge transfer efficiency. The calculated
charge transfer efficiency, given by the number of 9's in

efficiency, as a function of SRH lifetime is given in Fig. 17.
For a SRH lifetime of 0.1 nsec the structure has 5 9's transfer

efficiency and increases to 8 9's for 1 psec lifetime. However,
this analysis does not include any interface recombination at
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the heterojunction nor does it account for slow traps in the

channel layer. Both of these effects will act to lower the charge

transfer efficiency.

V. CONCLUSIONS

An alternative HACT structure which uses a pn-np doping

profile to deplete the transport layer and isolate the channel
from the residual surface states has been analyzed. The pn-np

doping also leads to an increase in the channel thickness.

The p-HACT structure is insensitive to the residual surface

state density over two orders of magnitude. Charge capacity
simulations show that the p-HACT structure is capable of

nearly an order of magnitude improvement in electron capacity
over the n-HACT structure at nearly the same residual surface

concentration. Simulations also show that the charge transfer

is 5 to 8 9's efficient if the recombination is limited by SRH

lifetimes in the range of 0.1 nsec to 1 /_sec. The p-HACT

structure described in this paper has not been fully optimized,

further calculations reveal that the doping in the first n-type

layer may need to be reduced.
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Abstract--Hydrodynamic models are becoming prevalent design tools for small scale devices and other
devices in which high energy effects can dominate transport. Most current hydrodynamic models use a
parabolic band approximation to obtain fairly simple conservation equations. Interest in accounting for
band structure effects in hydrodynamic device simulation has begun to grow since parabolic models cannot
fully describe the transport in state of the art devices due to the distribution populating non-parabolic
states within the band. This paper presents two different non-parabolic formulations of the hydrodynamic
model suitable for the simulation of inhomogeneous semiconductor devices. The first formulation uses

the Kane dispersion relationship (hk)2/2m = W(! + ,,IV). The second formulation makes use of a power
law {(hk)2/2m = xl_} for the dispersion relation. Hydrodynamic models which use the first formulation
rely on the binomial expansion to obtain moment equations with closed form coefficients. This limits the
energy range over which the model is valid. The power law formulation readily produces closed form
coefficients similar to those obtained using the parabolic band approximation. However, the fitting
parameters (x, y) are only valid over a limited energy range. The physical significance of the band
non-parabolicity is discussed as well as the advantages/disadvantages and approximations of the two
non-parabolic models. A companion paper describes device simulations based on the three dispersion
relationships; parabolic, Kane dispersion and power law dispersion. Copyright © 1996 Elsevier
Science Ltd

NOMENCLATURE

W carrier energy
h Planck's constant divided by 2n
k reciprocal lattice vector
,, non-parabolicity factor under the Kane dispersion

relation, positional dependent
m carrier mass at the band edge, a constant but

positional dependent
x, y adjustable parameters for the power law dispersion

relation, both positional dependent
g(k) density of states in momentum space
IV, conduction band edge
Er electron quasi-fermi level
K, Boltzmann's constant

7", electron temperature
F, Fermi integral of various order
_, Fermi integral divided by gamma function
F gamma function
N, effective density of states
q reduced energy {(El, - _)/(KT,)}
E, semiconductor band gap
V, V, gradient operator in physical space
V, gradient operator in k space
v, group velocity
f distribution function
fi equilibrium distribution function
r relaxation time
_, conduction band potentials (electrostatic, affinity

and band gap narrowing)
n electron concentration
I identity matrix

= (:m + I_:KT.,_'3,_)

A = (:l_ + _aKT, SWla)

I. INTRODUCTION

The use of hydrodynamic models for device

simulation are becoming common as characteristic
device dimensions continue to decrease. Hot electron

effects can play a dominant role in carrier transport

for high mobility semiconductors. Current hydrodyn-

amic models consist of a set of conservation

equations derived by taking moments of the

Bpltzmann transport equation (BTE). During
tlie derivation of the conservation equations the

parabolic band approximation is used to obtain

rather simple coefficients on the forcing terms in the

flux equations. By relying on the parabolic band

approximation higher-order energy transport effects
due to variation in the band structure are neglected.

Interest in accounting for band structure effects in

hydrodynamic device simulation has begun to grow

because parabolic models cannot adequately account

for high energy effects in semiconductors with
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non-parabolic band structures. Non-parabolic band

formulations have a history dating back to the

1950s[1-3]. However drift-diffusion models and more

specifically hydrodynamic simulators with non-

parabolic band formulations are a very recent topic
of research.

Several non-parabolic hydrodynamic models

have been reported for homogeneous material

systems[4--7] using the Kane dispersion relation-

ship[3]. The general functional form obtained

is similar to parabolic hydrodynamic models

with first-order corrections on the diffusion term.

Azo_8] derived a hydrodynamic model suitable
for degenerate heterostructure semiconductors

though the final form of the equations was not

directly amenable to current device simulation

codes. However, Azoff clearly showed that s

forcing term due to a gradient in the non-parabol-

icity factor exists. Woolard et al.[9] presented a

non-parabolic hydrodynamic model based on mo-

ments of the velocity and energy (u, W(k)) instead

of the momentum and momentum squared

(hk, h:k2). This leads to a simpler energy conserva-

tion equation. However, the non-parabolic coeffi-

cient in the field term and the forcing terms due

to non-uniform band structure were neglected in

the other moment equations. Cassi and Ricc6[10]
introduced an alternative to the Kane relation in

the form of a power law for the dispersion

relationship. Instead of using the classical Kane

dispersion law relating the energy and momentum,

the band was fit over a specified energy range

using two adjustable parameters. The approxi-

mations and assumptions implied by assuming the

power law formulation were absent. It wilt be

shown below that the power law formulation of

the dispersion relation leads to a more simplistic

and compact formulation than the classical Kane

expression.

The purpose of this paper is to introduce two

non-parabolic hydrodynamic formulations suitable

for the simulation of devices with inhomogeneous

material layers. The final form of the conservation

equations will be in a form which will allow

incorporation into existing device simulation codes,
similar to the parabolic formulation. These differ-

ent formulations are based on different choices for

the dispersion relationship, one uses the standard

Kane dispersion for non-parabolic bands and the

second uses a power law relationship[10]. For

comparison the parabolic hydrodynamic formu-

lation will also be presented. The form of the

conservation equations are strongly affected by the

non-parabolicity factor of the bands, the choice of

the dispersion relationship and the assumptions
made to simplify the coefficients. As in the case of

the parabolic formulation, both non-parabolic

formulations require estimates of higher-order mo-

ments to provide mathematical closure of the

relationships. It will be shown that more physical

insight can be obtained by examining the terms

from the l_ower law formulation due to their

similarity to the parabolic formulation. The power
law is advantageous in that the terms of the

conservation equations are the same as in the

parabolic formulation, except for a simple multi-

plicative constant when Boltzmann statistics are

employed.

2. DISPERSION RELATIONS AND CARRIER

CONCENTRATION

The tw_ non-parabolic dispersion relations relating

the energy to the momentum are:

14/(I + a14/) = (hk)2 (hk)22---if-' xW, = 2---g-" (l)

Where _, is the non-parabolicity factor in the Kane

dispersion rdation. This parameter is usually

calculat_:d from a k o P perturbation approach to the

band structure ",'he ,, factor can also be estimated in

terms of know parameters of the semiconductor[10].

The second nq_n-parabolic dispersion relation is the

po_Jer law fort relation of Cassi and Ricc6[10] which

is nat a first-order approach to the band structure as

compared to the Kane dispersion relation. Instead,

the parameters x and y are obtained by a best fit to

eqn (ia) over a specified energy range. In Ref. [10]

this er, erg) :ange was (1.5 eV, 3.0 eV) and the authors

produced a very good fit for _ = 0.4789, determined

by inference from x and ), and is reproduced in Fig. i.

The formulae for the carrier concentration using

these two dispersion relations and assuming Fermi-

Dirac statistics are (the binomial expansion has been

employed for eqn (2a)):

n = N,(T,)[Jr,n(tl) + _aKB T,_3 :(t/)]

8
t-
O

a6
o

¢4
o

o. 2

0 o

s

,s

0.5 1 1.5 2 2.5 3

Energy (eV)

Fig. 1. Dispersion relations for the Kane model (solid line,
= 0.4789), the power law formulation (dashed lined,

x = i.365, y = !.52 fit over high energy, 1.5 _< W _<3.0 eV)
and the power law formulation (dotted line, x= 1.185,
y = 1.052 fit over low energy, 0.0 _< W _<0.2 ¢V). The insert

shows the detail of the low energy range.
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Reduced Energy

Fig. 2. Deviation, from the parabolic case, of the carrier
concentration as a function of the reducedenergy for the full
,, formulation (solid line, ,, ,ffi0.4789), binomial 0_(dotted),
power law fit at high energy (dashed, x = 1.365, y = 1.52)
and power law fit at low energy (dashed, x: 1.185,
y : 1.052) dispersion relations as a function of the reduced

energy (r/) at T, : 300 K.

n= Nc( T,)x3:-y(Ks T,) (3:2_''-I)I_ Yo,.12)- ,(q )1.

(2)

In the case of the Kane dispersion the non-parabolic-

ity is a perturbation to the parabolic model regardless
of the fact that Fermi-Dirac statistics were used in

the derivation instead of Boltzmann statistics. In the

power law case, unlike the _t formulation, the carrier

concentration will only differ from the parabolic by

a multiplicative constant if Boltzmann statistics are
assumed.

Within the hydrodynamic simulation of a device

the carder concentration is calculated by directly

solving the continuity equations. Inspection of

eqns (2a, b) shows that the concentration in
both cases is a function of the reduced energy, r/.

The determination of q at each position is crucial to
the successful simulation of a device since most of the

factors within the transport equations i.e. number of

ionized dopants, Shockley-Read-Hall recombination

etc., are functions of r/as well. Therefore, from the

knowledge of the carder concentration at any specific

position the reduced energy, ;/, is calculated by
suitably inverting eqns (2a, b). With these facts in
mind it is illustrative to compare the non-parabolic

formulations for the carder concentration to the

parabolic formulation at various reduced energy
values. Figure 2 displays the deviation from the

parabolic formulation for ct = 0.4789, x = 1.365 and

y = 1.52110]. The case of the full Kane dispersion
relation before binomial expansion is also given in

Fig. 2 and shows that the binomial expansion is

justified for this case of the non-parabolicity

parameter; the two curves are almost identical

throughout the entire reduced energy range. Notice
also that the deviation of the alpha non-parabolicity

formulations is at most 5% from the parabolic case

until the reduced energy exceeds zero, when the

difference in the orders of the Fermi integral is larger.

However, in the case of the power law fit at high

energy, the deviation from the parabolic case is more
than 82% and more than 87% from the ct

formulation. To explain this large difference the plots

of the dispersion relations must be re-examined,

Fig. 1. At the high energy part of the curve the power
law and _t formulations have nearly identical

dispersion relations. The insert in Fig. 1 shows the

low energy range and shows the maximum deviation
of the two curves. Though there is a greater deviation

between the two curves at lower energy than at high

energy, the maximum difference between the two
curves is insufficient by itself to fully account for the

large difference in the cartier concentrations.

However, carrier concentration depends upon both

the density of states and the distribution function.
Since the distribution function weights more heavily

to lower energy states, a mismatch at low energy is

strongly reflected in the product of the distribution
function times the density of states and subsequently
the carrier concentration. Therefore, in order to

obtain a matched value of the carrier concentration,

it is critical to have a closer fit to the low energy

range of the band. For comparison, a low energy

fit was made using a different set of values for x and

y, x= 1.185 and y = 1.052. These values of x

and y were determined by fitting the power law

dispersion relation over the low energy range

(0.0eV _< W<_0.2eV). As can be seen from the

inset of Fig. 1, the dispersion relations match very

closely at low energy but deviate significantly at

higher energy. Figure 2 also shows the calculated
carrier concentrations for various reduced energy

values using the low energy power law fit factors.

Comparing the power law fit to the high energy range

and applying the power law fit to the low energy

range of the band produces concentration values
which closely match those obtained using the

formulation.

3. PARTICLE FLUX EQUATIONS

The general flux (O = vt) conservation equation is
determined by taking moments of the BTE as

c_ (_'/) + V,- (f_) - f m-m-_-"V,

1 3(kV, m(k)) - (f- J_)

-fF. -_ I +iT. re(k) _ = _ T

(3)

Notice that the third, fourth and fifth terms on the

left-hand-side are tensor products. The factor of 3 in

the fifth term is due to the order of parenthesis in the

original moment equation. This moment equation

cannot be processed further until some functional
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form of the effective mass is assumed, which depends
on the choice of the dispersion relation. Using the
parabolic dispersion and the two dispersion relations
in eqn (I), the resulting flux equations are (positional
subscript on the gradient operators has been
removed):

Vm. f'.(wr)':'(l + pwr) ._
-_-_--_j: _, dw

_t _ f Vm'fw(_-J) + V(./W) + Va,,_ m:

--_-(f-_), (4)
T

2 W WY'_ Vm_

=_ -(f-4)r ' (5)

f'
+

/JVug Jf q.

F. (w/y _
+ _,v_g j.t-- V- d w

T_(nv) 2_,4_ f .lm" +--W--+_ vg 'dW

/_v/xVm' - [,-.._,.,2,+
4 _ ty-4_ d /4,'

I4/2(- 1 + __)(W'IO 'a d W

-nv, (8)

_t (Wf) + _ v(f w_-')

+[v._+v.l:.:-,-e-4)
L_ _J 3m, xy'

+/fl4a-r\ 2
(m---s-_yj-:-_(l + 2 ln(W))+y ln(W))Vy

= w -g-A). (6)
T

Each of these equations must be integrated over all
k space or equivalently over energy using the
density of stares[Ill. Before the integration is
performed one more assumption must be made,
that the relaxation time is independent of k or W.

If the constant relaxation time assumption is not
made then the energy dependence of the relaxation
time must be moved through the gradient operator
on the second term in each of equations (4)-(6)
and a term accounting for the gradient of the
relaxation time must be re-created. Changing
the integration from k space to energy space,
substituting for the mobility, _ = #m) and mak-
ing v_ equal to zero gives the following integral
equations:

--_-+

+ laving ff_a dW = -nv, (7)

+ 3----_-_--y2[y--4]g "a'+'dW

_,,/Tvy f_¥,,._,+,[_2+ ---_g - 41n(W)

+ 3y in(W)] dW

+,:v_(2-l),f:_-,'dW=-,v.(9,

To produceclosedform solutionsfortheintegralsin

eqn (8)thebinomialexpansionisusedrepeatedlyand

alltermsoforderu2orhigheraresettozero,tofinally
become

v,,. f.nv,,,(l- !-_--")dw-/a.--_-- g

+,,°,y)d,--
The only term in the power law flux equation
(eqn (9)) which will require an expansion is the

Vy term due to the In(W) factor in the integrand.
The expansion may only be required for certain
choices of the distribution, but to maintain
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Table I. Terms (prefactors) within the integrands of the forcing coefficients which are graphically compared
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Equation
Formulation number Diffusion term Mass term Vm Field term Vc,

parabolic (7) W_ 14_ IV_'2

formulation (8) (_W(I + _,W)) 3_ (W(I + ,,W))_(I + 4_W) W_a(I + _W) m
(I + 2tzW) (I + 2aW) 3 (1 + 2al_

expansion used

x 'raW_, _,_ x' ,_
power law (12) Y _ [4 - y] tl"_* t, -', X,_ (2--y)y W, _

generality it is appfied for all distributions. A
parabolic interpolation, using the points, O, 0.5 and
1, to the part of the equation containing the log term
is:

,_,./2_.. In(W) d W _ 4(0.5) t''z_+' In(0.5)

f

x Jf(W 2- BOdW. (11)

With the above substitution the power law flux
equation can be written as:

r O(nv)+ 2#x/-x ' d WI
.1

#v/'xVm' - IfW_+ _ Lv-4]g .tz_+,dW

Im,,+ _ lY - 4]g "12)+, d W

yJ g "2J+' dW

+ e-V--q-_ g[--4 + 3y]4 1n(0.5)(0.5) _'_÷ '
Y3

x _,),

x ffw'/: dW = -nv. (12)

The approximation in eqn (1 l) tends to degrade as y
increases. However, this forcing term will not appear
in simulations of homogeneous materials. In the case
of inhomogeneous materials systems this term may be
quite small as y has only a limited range, (1 _<y ,< 2).

One of the goals of this paper is to derive a

hydrodynamic model suitable for fast efficient

simulation of state of the art devices. As previously
stated the parabolic model is inadequate for
certain material systems due to the fact that their
band structures deviate dramatically from a

parabolic shape at high energies. In these situ-
ations, a non-parabolic band structure provides a
more accurate description. As discussed above, the
full a formulation captures the desired physics, but
is unattractive because the coefficients within

the transport equations need to be numerically
evaluated. In contrast, the binomial ,, formulation

and the power law formulation provide closed
form expressions for the transport coefficients.
However, the question remains as to their ability
to display the proper trends; how closely do the
coefficients match the full a formulation7 We
will show that the binomial '1 formulation has a

limited energy and non-parabolicity range due to
the binomial approximation. Non-physical results
will be obtained if the formulation is extended

into regions outside the binomial limit• The
power law does not produce non-physical results
but more closely matches the parabolic formu-
lation when fit to the low energy part of the
band.

The coefficients on similar forcing terms in the
various formulations can now be compared to
examine the impact of the non-parabolicity factor
and approximations made during the derivation. The
comparison is done at this time to avoid any
confusion from assuming a distribution function.
Table 1 lists the forcing terms which are compared
and the terms within the integrands involved. Table 2
contains the values of the non-parabolicity factors at

which these factors are compared, this includes values
of,, from 0.04 to 4.0 and appropriate (x, y) values fit .
to these a values over two different energy ranges

Table 2. Values of the non-parabolicity factors which are compared.
This includes _, values from 0.04 to 4.0 and (x, y) values fit to these
a values over two different energy ranges (0.0,0.2) and (1.5. 3.0)

case • x,y {o.o,o.2} x,y {I.S,3.o}
a 0.04 1.0148. 1.0045 1.0207, 1+0827

b 0.4789 1.185. 1.052 1.365, 1.52
c 4.0 2.975, 1.322 4.8233, 1.901
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Fig. 3. Comparison of the integrand coefficients (prefac-
tors) occurring on the diffusion term of the particle flux
formulations. See Tables I and 2 for the exact form of the

equations and degrees of non-parabolicity considered.

(0.0, 0.2) and (1.5, 3.0). Figure 3 shows the prefactor
for the diffusion term from all the flux equations,
Fig. 3(a) is for slightly non-parabolic bands
(,, = 0.04); Fig. 3(b) is for the non-parabolicity in
Ref. [10] (,,=0.4789) and 3(c) is for a highly
non-parabolic band (a = 4.0). Figures 4(a--c) and
5(a--c) display the prefactors on the forcing terms
from changes in the effective mass and the field for
the three degrees of non-parabolicity. For all three
forcing terms at the lowest values of non-parabolicity
(Figs. 3a, 4a, 5a) the prefactors compare favorably
with the parabolic formulation. For the diffusion
term (Fig. 3(a--c)) as the non-parabolicity factor
increases the two cases of power law formulation
match very closely to the full _ formulation. On the
other hand the _ formulation that utilizes the

binomial expansion is very different, especially at the
highest value of non-parabolicity considered. From
Fig. 3(c) it is clear that the binomial • formulation is
clearly incorrect if the energy exceeds 0.5 eV. Even
before this point the diffusion will be underestimated.
In the case of the mass term, Fig. 4, the power law
formulation which is fit over the low energy range is
much closer to the parabolic case, as expected due to
the small change in the fitting parameters from their
parabolic values. However, the power law with the
parameters fit over a larger energy range more closely
matches the full _, formulation. As in the case of the

diffusion term, the binomial a formulation severely
underestimates the effect of this forcing term

especially as the non-paraboliclty is increased and is
limited to energies less than 0.1 eV for ,, = 4.0. The
coefficients for the field term, Fig. 5, follow the same
conclusions as for the mass term. From these

figures it is clear that the binomial a formulation has
a very limited energy range of validity as the
non-parabolicity factor is increased. Using this
formulation at higher energies or high non-parabolic-
ity factors can give un-physical results due to the
prefactors changing sign. On the other hand, the
power law formulation with parameters fit over a
small energy range will tend to produce results which
more closely match the parabolic band model. It will
not produce un-physical trends and does appear to
have a larger range of validity for both energy and
non-parabolicity factors. The case of the power law
with parameters fit over a large energy range more
closely matches the full a formulation in terms of the
forcing coefficients. However, due to the problems
previously described for the calculation of the carrier
concentration this advantage may be immaterial.

Table 1 can also be used to gain some physical
insights into transport in the non-parabolic band
structures, especially using the power law formu-
lation. First notice that as the non-parabolicity factor
is decreased (_,_0, x_l, y--*l) all the coefficients
reduce to the parabolic case indicating that all three
formulations are equivalent in this respect. As the
non-parabolicity factor and energy increases the
binomial a formulation can actually predict a change

in the sign of a forcing term. In the full _ formulation
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the sign on the forcing terms does not change but it
is unclear as to how the term decreases. In the case

of the power law, when the parameter y equals 2 it
is obvious that the field term will become identically
zero. The only terms which will be non-zero in the

flux equation will be the diffusion, gradient in mass
and gradient in the non-parabolicity terms. This can
be explained with the use of the power law energy
equation {eqn (lb)} and the group velocity equation.
When y equals 2 there is a linear relationship between
the momentum and energy, the bands are V shaped.

The group velocity is proportional to the gradient of
the energy with respect to k, which for the case of y

equals 2 means that the group velocity is a constant.
Therefore, no matter how much force is applied to
the electron by external forces the velocity is not
increased. The only factors which can produce

current are gradients which can change this fixed
velocity, i.e. changes in mass or non-parabolicity
factor, or changes in the number of carriers moving
at this fixed velocity, diffusion. Therefore non-

parabolic formulations which do not include
coefficients to diminish the field term as the

non-parabolicity increases overestimate the flux.
At this point in the derivation a reeursion relation

must be formulated, a distribution function assumed,

SSE 39/11--F
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or some other mathematical method {minimum-

maximum theorem} must be used to provide

mathematical closure for eqns (7), (10) and (12).

Since, a goal of this paper is the formulation of
models suitable for the numerical simulation of

devices the first two options are explored[12]. A

recursion relation would allow moments of higher-

order to be approximated by lower-order moments,

the lower-orders are calculated from the conservation

equations. This option does not require that a specific

form of the distribution function be used, unless the

recursion relations are based on a specific distri-

bution. However, in the case of non-parabolic bands

the standard recursion relations may no longer be

applicable[9]. Therefore, this option was not pursued.

The other option and the one chosen for this work,

is to assume a specific form for the distribution

function, higher moments can then be calculated

based on the known distribution function. Some of

the choices for the distribution function include

heated Maxwellian, shifted and heated Maxwellian,

heated Fermi-Dirac, or shifted and heated Fermi-

Dirac. Since the Maxweilian distributions can be

recovered by relaxing the degeneracy, the Fermi-
Dirac distributions were the only ones considered for
this work.

In the non-parabolic formulation a simple relation

between energy and velocity will not exist due to the

change in the density of states. Also higher-order

powers of the energy are required to close the

relationships in the _ formulation, this will require

cross product terms involving the temperature and
the velocity. In addition, the power law formulation

has non-integer powers of the energy which will be

very difficult to evaluate for the shifted and heated

distributions. Due to these conditions and the fact

that all the formulations break down as the energy
rises, the heated Fermi-Dirac distribution was used

to close the relationships. The flux equation in the
binomial a formulation is:

- n6 =/_KT,

x I "_-_ + !_ K T'"_-'_ "'_ ]Vn

4gn(KT,) 2
fl

X

(13)

The flux equation in the power law formulation
becomes:

- nt7

= _ (KT,):-r -3
::,xy tD'- l)F(ly- 1),_-_3,.::_-: Vn

+ (2 - y)lan (KT,)'-' V__,
xY 2 r(_Y).gr o,./2_- i

+ 3F(_y),_'oya_-i 7",

- x_ (KT')2-' (lY - l)r@ - 1)_',3,.,,,_,

x [._la + _ + 20aKT'_r512gr-la] Vmzn

I_nK T.+_
At_ 3 F ( _y).._'_3,.a_-
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+ x_ (Kr')'-' k3(b, - l)r(b,- I)_,,,_,_,

x (l + 3y In(KT,)

+ (-4 + y In(KT,)

+ (3y - 4)4 1n(0.5)(0.5) _a_ + '(KTO ":_

x/KT.F(3)..@',____.___ F(__2)$r,_ ]Vy.

/J
(14)

The reader can verify that as the non-paraboficity
factors are diminished, (,,_0, x, y_l), the

two non-parabolic formulations reduce to the

standard parabolic case. The equations also

reduce to simpler forms when the degeneracy

effects are ignored (all orders of Fermi integral reduce

to exponentials). The flux equations can be

discretized using normal techniques to produce

comparable simulation codes under various assump-

tions[13]

4. ENERGY FLUX EQUATIONS

For the energy flux equation (O = Wvc) the

general conservation equation is

_--(WVvO + V. tfW_) -f_" VW
at

s= Kr[Kr[ Iv+PqL_-77__,_j_ L_,_ j w.

3KT, [ _ lw
- T L_-SS_,_j-k--+ ,zr,_-_,_

[1 3: Ivrl7_J -T-_J" (16)
X

- All j.n

(17)

W 3 W(kV, m(k))

• re(k--")1 +f'_" re(k) _

X Vn

= w_ -(f-_). (15)

Notice that the fourth through seventh terms on the

left-hand-side are tensor products. As in the case of

the particle flux moment the energy flux moment

equation cannot be processed further until some
functional form of the effective mass is assumed. By

making similar assumptions, substitutions and

approximations {binomial expansion, Fermi-Dirac

statistics, equipartition of energy ...} the energy flux

equations for the three dispersion relationships

become

F(Y+ 2)_o.a,+ _

+ (8 - 3y)#n (KT,)2 V_
3xy:

+ x_ (KL)'-'_

(3y l)F(_y l) _oa
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+

/m (KTj3_y
xy 2

(3_
0

4F(_2 +--3?um+z (1_ 1)1 (___ + ?)

+-_,3 (KT0_-, -- __

-{ (-4 + ),In(KT,))

+ (3y - 4)4 in(0.5)(0.5)0 :2)+ :(KT,)-o 'a, +')

×

"KT, r(3)::2- r(2)._,"
vy. (18)

First, eqn (16) corrects a sign error on the order of
a Fermi integral which occurred in an earlier

publication[13]. Again, the reader can verify that the
non-parabolic formulations reduce to the parabolic
case as the non-parabolicity factors are decreased. As
in the case of the particle flux equations the energy
flux equations can be discretized using normal
techniques[l 3].

5. CONCLUSIONS

Two formulations of the hydrodynamic model
have been presented for the simulation of non-

parabolic inhomogeneous material systems, the
standard Kane formulation and the power law
formulation of Cassi and Ricc6. Both forms reduce
to the parabolic hydrodynamic model as the

non-parabolicity factors are diminished. The forcing
terms in the particle and energy flux equations due to

variations in the non-parabolicity factors of the
bands as suggested by Azoff have been re-created in
both non-parabolic formulations. It was shown that
the binomial # formulation is suitable for the
calculation of the carrier concentration but has a

lihaited energy and non-parabolicity range when
applied to the coefficients of the flux equations.
Extending the binomial _ formulation past these
limits leads to non-physical terms in both the particle
and energy flux equations. In the case of the power
law formulation it was shown that when the

adjustable parameters were fit to the high energy
range the deviation in the carrier concentration from
both the parabolic and a cases was extreme. When fit

to the lower energy range the power law produced
carrier concentrations comparable to the a formu-
lations. The energy and non-parabolicity range of the

power law formulation for the particle and energy
flux equations is larger than the binomial -
formulation, but it is still limited by the
adjustable parameters. However, unlike the binomial

formulation the power law will not lead to
physically unrealistic results, but will tend to more

closely match the parabolic formulation when the
adjustable parameters are fit over the low energy
portion of the band. It is shown and argued using the
power law formulation and a high non-parabolicity
factor (y = 2) that a dampening factor must exist on
the field term in the particle flux equation to account
for the non-parabolicity of the bands in both

non-parabolic formulations. Particle flux and energy
flux equations using a heated Fermi-Dirac distri-
bution function are also. presented, to allow for
incorporation into existing device simulators.
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Abstract--Parabolic drift--diffusion simulators are common engineering level design tools for semiconductor

devices. Hydrodynamic simulators, based on the parabolic band approximation, are becoming more
prevalent as device dimensions shrink and energy transport effects begin to dominate device characteristics.
However, band structure effects present in state-of-the-art devices necessitate relaxing the parabolic band

approximation. This paper presents simulations of ballistic diodes, a benchmark device, of Si and GaAs
using two different non-parabolic hydrodynamic formulations. The first formulation uses the Kane dispersion
relationship in the derivation of the conservation equations. The second model uses a power law dispersion
relation {(hk)2/2m = xWJ'}. Current-voltage relations show that for the ballistic diodes considered, the
non-parabolic formulations predict less current than the parabolic case. Explanations of this will he provided
by examination of velocity and energy profiles. At low bias, the simulations based on the Kane formulation
predict greater current flow than the power law formulation. As the bias is increased this trend changes and
the power law predicts greater current than the Kane formulation. It will be shown that the non-parabolicity
and energy range of the hydrodynamic model based on the Kane dispersion relation are limited due to
the binomial approximation which was utilized in the derivation. Copyright © 1996 Elsevier Science Ltd

NOTATION

h Planck's constant divided by 2n

k reciprocal lattice vector
a non-parabolicity factor under the Kane dispersion

relation
m carrier mass at the band edge, a constant
x, y adjustable parameters for the power law dispersion

relation
W energy
T electron temperature
._'_ Fermi integral of order ? divided by gamma function

(?+ l)
F gamma function
#0 low field mobility value
/J mobility value
E electric field
_c band edge parameters (potential, bandgap narrowing,

affinity)
V gradient operator in physical space
v electron velocity
S electron energy flux
r relaxation times

p hole concentration
n electron concentration
K Boltzmann's constant

INTRODUCTION

Drift-diffusion simulators and more recently hydro-

dynamic simulators are commonly being used as

design tools for semiconductor devices. The hydro-

dynamic simulators are required as device dimensions

decrease and the energy transport effects begin to

dominate device characteristics. These simulation tools

are commonly based on the parabolic band approxi-

mation for the semiconductor materials. However,

band structure effects present in state-of-the-art devices

necessitate relaxing the parabolic band approxim-

ation. Several non-parabolic hydrodynamic models

have been reported for homogeneous materials sys-

tems[l-5] using the Kane dispersion relationship[6].

Very limited device simulations based on these models

have been presented[2,5], and fewer still have been

compared to drift--diffusion simulations or parabolic

hydrodynamic simulations of the same device[3]. The
lack of simulation results may be due to the limited

energy and non-parabolicity range over which the

binomial Kane formulation is valid.

In a previous paper[7] we have presented two
different non-parabolic hydrodynamic formulations

suitable for device simulation; the parabolic form was

also presented for reference. These forms resulted from

the use of two different non-parabolic formulations

for the dispersion relationship of the semiconductor
in the derivation of the conservation equations. The

first uses the classical non-parabolic Kane dispersion

relationship, {(hk)2/2m = W(I + _,W)}[6], hereafter,
also called the a formulation. The second uses a

power law dispersion relation {(hk)2/2m = xWY}[8] •

The purpose of this paper is to present device simu-

lations based on the non-parabolic hydrodynamic
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equations presented in Ref. [7]. These simulations are

compared to the parabolic hydrodynamic case for the

same device, as well as the drift--diffusion simulations.

Ballistic diodes, the benchmark device for hydro-

dynamic simulations, of silicon and gallium arsenide

are simulated under a variety of bias conditions.

Current-voltage characteristics of the three dispersion

relations are compared utilizing the drift--diffusion

approximation and the full hydrodynamic formula-
tions.

This paper will proceed as follows: first, the ballistic

diode structure is introduced, the doping and structure

are the same for both material systems considered.

The numerical aspects and physical models of the

simulation code will then be presented. The material

properties, including the non-parabolicity factors used,

are presented for both Si and GaAs. Current-voltage

characteristics for the silicon diode are discussed and

explained using velocity and energy profiles. The dis-

cussion covers both drift-diffusion simulations and

hydrodynamic simulations under the same conditions.

Current-voltage characteristics for the GaAs diode

are then presented. As in the case of the silicon

simulations, velocity and energy profiles will be used

to explain the results. In addition, mobility profiles

will also be presented and explained in terms of the

electric field and energy profiles. Energy profiles at

high bias will be used to explain the breakdown in
the ct formulation.

A. W. Smith and K. F. Brennan

-n_ = #KT[_]Vn + lanV G

BALLISTIC DIODE STRUCTURE

The ballistic diode structure examined is comprised

of source and drain regions 0.2/_m in length doped

at 5.0 x 10_Tcm -3 on both ends of a 0.4am thick

2.0 x 10 _5cm -3 n-type layer. This device structure is

the benchmark for hydrodynamic (energy balance)
simulations[9]. It was one of the first devices simulated

using a full hydrodynamic simulator[10]. Although
the device structure does not reflect all of the advanced

physics included in the equations of Ref. [7] (Fermi-

Dirac statistics, inhomogeneous materials), enough

are present to highlight the applicability of the models.

The bias is applied on the drain side, right hand side,

of the device. The electrons enter the source and

are swept out of the drain. The doping profiles and

boundary conditions are assumed to be the same,

regardless of the material system being simulated,
silicon or GaAs.

NUMERICAL MODELS

The particle and energy continuity equations are

the same as those derived by Woolard et al.[ll].

The flux equations presented in this paper will be

a subset of those presented in Ref. [7], in that all

of the inhomogeneous material terms will be

neglected. The particle flux equation (the derivation

for all three cases is given in Ref. [7]) for the parabolic
band case is

(i)

The flux equation for the binomial _t formulation
is

-- nt_

[ _/2_lr-u2+_ aKT ( ,_r2q" _-n2_3rl )I vn

F _ ,/2 -- _tKT,_r3t2 "]
+/_ 1"_'-- _]nv_,

llnKT
+

15 Is _tKT_I_)(_nr2 + Y etKTo_'3/2)(__l/2 + ¥

x _ _,j2._3.2-_ _

The flux equation for the power law formulation is

- n6 = _ (KT): -" (_ Y _ 1) F(_ y - !)._-(3/_),,- _ Vn

+ (2 -y)it(KT)__yF 3
xY2 (_ Y)'-_'-(3/2)y-

n V_¢

Y Y
p.n [ -- y(- + I_F(- + l'_-y_2

+--(_rv-,/. _,_ ) \2 )
xy' " [(_y - _)rc_y - 1)_,,_,,,_,

(4 + y)r(2 + 2).._-o.,:, ÷ ,] VT

3r(_ Y) _-o/,,,-, J -T-"
(3)

The complete inhomogeneous energy flux equations

for the three dispersion relations are listed as eqns

(16)-(18) in Ref. [7]. The homogeneous material

equations, which apply to the device structures of

interest here, simplify to
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+., +3).,.,.21
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Equation (4) is the parabolic energy flux, while
eqn (5) is for the alpha formulation and eqn (6) is
for the power law formulation. The non-parabolic
formulations have now been included in the two-
dimensional device simulator STEBS-2D[12], which

was originally a parabolic band hydrodynamic device
simulator. The equations were discretized using the

techniques in Refs [12 and 13]. For the exponential
terms in the discretization equation, with factors
composed of powers of the temperature, we have
made the assumption that the position dependent
temperature can be replaced by the average nodal
temperature.

It has been shown by several researchers that the
choice of the mobility model used in the hydrodynamic
simulation can effect the shape of the velocity field

relation[14] and the electronic thermal conductivity
[15]. However, to provide a fair comparison with drift-
diffusion simulations, which by their nature can not

use an energy dependent mobility, we have chosen
to use a field dependent mobility model for all of the

hydrodynamic and drift--diffusion calculations pre-
sented here. The standard field dependent models for
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Si[16] and GaAs[16] are used. The form used for
GaAs captures the overshoot in the velocity-field rela-
tion. The value of the low field mobility, _ depends

upon the doping density and temperature of the
device and is given in the next section. The equation
used for_ is given in Ref. [17] and will not be repeated
here.

Another important physical model which is included
in the simulation is a non-infinite heat sink for the
lattice. This effect is included by using the energy

exchange terms of Szeto[18] which are included as
source/sink terms in the energy continuity equations

(power density terms). The values for the relaxation
times (_ s) used in these expressions are listed in the
next section.

The final numerical aspect of the model which
must be addressed are the choices for the boundary
conditions, both electrical and thermal in nature.
Along both lateral sides of the ballistic diode symmetry
boundary conditions are assumed for all of the vari-
ables. At the source and drain contacts, true ohmic
conditions are used for the electrical contacts[16].
In the cases of the energy equations the temperatures
(lattice and carriers) were set to 300 K at both ends
of the device, implying full thermalization of the
carriers.

MATERIAL PARAMETERS

The material parameters which are important for
the successful simulation of the devices are the non-

parabolicity factors and the energy relaxation times.
For silicon using a bandgap of 1.124eV and an
effective mass of 0.326[19], the non-parabolicity factor
can be estimated, from eqn (6) of Ref. [7], to be
0.4039 eV-L Fitting the band to the energy range
(0 _< W _<0.2) eV results in band parameters of x =
1.15512 and y = 1.0439 for the power law dispersion
relation. The low field mobility values for Si are
1332.2 and 380.6 (cm_V -_ s-_) for doping densities
of 2.0 x 10_Scm-_, and 5.0 x 10_ cm -_, respectively.

The energy relaxation time in silicon is set to 0.2 ps
for the electrons and 20 fs for the holes. Using GaAs

with a bandgap of 1.424 eV and an effective mass of
0.070, the non-parabolicity factor is estimated to be
0.60736 eV- L Fitting the bands to the same range as
in silicon, the power law non-parabolicity parameters
for GaAs are x = 1.2375 and y = 1.06489. The low
field electron and hole mobility values used for GaAs
were 7940.9 and 2972cm2V -_ s-_, respectively, for

the doping densities of the ballistic diode. The energy
relaxation time in GaAs is set to 0.1 ps for both
electrons and holes.

SILICON BALLISTIC DIODE

Figure 1 displays the calculated current-voltage
characteristics of the silicon ballistic diode for six
different cases considered: three drift--diffusion simu-

lations with different dispersion relations (parabolic,
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Fig. 1. Current-voltage relation of a silicon ballistic diode using the drift-diffusion approximation with

threedifferentenergydispersionrelations and the full hydrodynamicformulationusingthe samethree
energydispersionrelations (ddm is drift-diffusionmodel,hdmis full hydrodynamicmodel).

cc formulation, and power law) and three hydro-
dynamic simulations. The first observation is that the

current calculated using the parabolic case is always
greater than that determined using the non-parabolic
models. This is true regardless of the use of the full
hydrodynamic formulation, or just the drift--diffusion

formulation. A cursory examination of eqns (I)-(3)
shows that the non-parabolicity tends to reduce the

effective mobility and diffusivity of the material sys-
tem. The second observation is that the c_formulation
predicts greater current than the power law formu-
lation at the same bias when using the drift-diffusion

approximation. However, when the full hydro-
dynamic formulation is used the power law predicts
greater current than the cc formulation, at least at
the higher values of applied bias. Figure 2 shows the
calculated velocity profiles through the device for the

six cases considered. The figure confirms the current-

voltage characteristics in Fig. I, the non-parabolic
velocities are all less than the parabolic case. Also, the
velocity of the power law formulation under the drift-
diffusion approximation is less than the = formulation.
However, when the full hydrodynamic simulation is
performed, the velocity of the power law form exceeds
that obtained using the ccformulation. Figure 3 dis-
plays the energy profile through the device, calculated
usmg the temperature and the velocity from the cur-
rent density. The small difference in the drift--diffusion
energies is due to the differences in the velocities.
These energy profiles are typical of those obtained
for the ballistic diode[9,10]. However, notice that the

non-parabolic formulations predict lower energy peaks
than the parabolic formulation. This is contrary to that
obtained in Ref. [3] for a similar structure. The cause

14
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Fig. 2. Velocity profile of the silicon ballistic diode biased to I volt for the three energy dispersion relations
under drift--diffusion conditions and hydrodynamic conditions.
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Fig. 3. Energy profile of the siliconballistic diode biased to I volt for the three energy dispersion relations
under drift-diffusion conditions and hydrodynamic conditions.

of this discrepancy is currently unknown. However,

since the non-parabolicity factors tend to decrease the

mobility and diffusivity, the energy trends displayed

in Fig. 3 are consistent with all of the results pre-
sented here. These same trends in current, velocity

and energy have also been observed when a self-

consistent energy dependent mobility model[20] was

used in the hydrodynamic simulations.

GALLIUM ARSENIDE BALLISTIC DIODE

Figure 4 displays the current-voltage characteristics
simulated for the GaAs ballistic diode. Figure 4 shows

the same trends as observed in Fig. 1 for silicon. The

non-parabolic formulations predict less current than

the parabolic formulation using drift--diffusion or the

full hydrodynamic form; the = formulation predicts

more current than the power law form using the drift-

diffusion approximation, but less current when the full

hydrodynamic equations are simulated. However,

at 0.-2 volts applied bias the power law does predict

slightly less current. To resolve this, the structure was
simulated at finer voltage steps under low bias. The

current-voltage characteristics from 0.0 to 0.4 volts

for the two non-parabolic hydrodynamic formulations

are shown as an insert to Fig. 4. The power law

predicts smaller current values than the ,, formulation

until the applied bias exceeds 0.32 volts, after which

0
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Fig. 4. Current-voltage relation of a GaAs ballistic diode using the drift-diffusion approximation with
three different dispersion relations and the full hydrodynamic formulation using the same three dispersion
relations. Insert shows current values of the full hydrodynamic formulation and the two non-parabolic

dispersion relations at low bias.
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the power law predicts greater current. Another

feature which is different than the case of silicon is

that at higher biases the = formulation predicts lower

current than at lower bias. It will be shown that this

can be attributed to the breakdown of the binomial

approximation used in the derivation.

The velocity and energy profiles for the GaAs

structure under i volt bias are plotted in Figs 5 and 6.

As for the case of the current, the same trend occurs

as in silicon, the velocity predicted by the non-

parabolic formulations is less than the parabolic case.

The energy profile is different than that obtained for

silicon, Fig. 3. First, near the source end of the device

the non-parabolic forms predict greater energy than

the parabolic case. At the drain end of the device the

energy of the parabolic case does ¢xc_d the non-

parabolic cases. However, the peak energy predicted

by the power law is quite close to the parabolic case,

whereas the = form has a peak energy which is much
lower.

Since the device is dominated by drift effects, it is

beneficial to examine in detail the quantities which

effect the drift component of the current. This includes

the "effective" mobility and the field itself. Figure 7

is the "effective" mobility of the field term. This is the

prefactor in front of the electric field term, nV(¢, in

eqns (1)-(3). In the drift-diffusion simulations these

factors are a constant, unless the field or doping

changes the mobility. The field profiles for the hydro-

dynamic formulations differ only slightly from each

other and the drift--diffusion cases. This is due to

slight changes in carrier profiles caused by changes in

the density of states and other parameters. The small

differences in the field profile do not explain the large
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variations in "effective" mobility observed in Fig. 7.

The doping profile does play a role in changing the

mobility as displayed in Fig. 7 for the drift-diffusion

cases where there is an abrupt change in mobility

when the doping changes. Notice that the "effective"

mobility of the power law form is lower than the

form in the drift-diffusion model, as shown in Fig. 7.

This leads to the lower current values under the

drift-diffusion approximation for the power law.

In contrast, under full hydrodynamic simulation the

formulation's "effective" mobility is lower, leading

to smaller current values. The current-voltage trend

observed in the insert of Fig. 4 can now be explained

using Fig. 7. At low bias the energy of the carriers has

not risen significantly above the drift-diffusion case,

the "effective" mobility of the • formulation is greater

than the power law formulation and for the same field

this leads to higher current ,,sing the ,, formulation.

As the bias is increased substantial heating of the

carriers occurs, the "effective" mobility under the ,,

formulation decreases more than the power law form

leading to lower current values.

As previously stated, the current simulated under

the hydrodynamic ,_ formulation decreases as the bias

is increased. This can be attributed to the breakdown

in the binomial expansion used in the derivation of

the closed form coefficients. Azoff[21] predicted that

the binomial expansion on the diffusion term becomes

inaccurate when the condition 2_W < I no longer

holds. In Azoff's work[21] non-parabolicity effects
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Fig. 8. Energy profile of the GaAs ballistic diode biased to 2 volts for the three cases of dispersion relations
under drift-diffusion conditions and hydrodynamic conditions. The validity conditions of the binomial

expansion in the ,, formulation have been exceeded.
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on the field were not taken into account. For Azoff's

value of,, = 0.5823 this condition implies a hot carrier

energy limit of 0.859 eV, i.e. the average energy of the
carriers should not exceed 0.859 eV. In this paper, we

have used an _ = 0.60736 which implies a hot carrier

limit of 0.823 eV for the diffusion term. However, in

the derivation of the field dependent term within

the present work, where non-parabolicity is included

[Ref. [7], Equation (13)], the use of the binomial

expansion in simplifying the denominator leads to an

extra factor of two. In this case, the binomial expan-

sion becomes inaccurate yielding unreliable results

when the condition 4_W < 1 is invalid. For the choice

of a = 0.60736, this restriction implies a hot carrier

energy limit of 0.4115 eV. The peak average energy in

Fig. 6 is less than 0.4115 eV for all three cases of the

dispersion relation and the difference in peak energies
for all three formulations is not large. However, at a

two volt bias the average energy of the parabolic and

power law formulations exceeds the limiting value

reaching values of approximately 0.7 eV, as shown in

Fig. 8. On the other hand the peak average energy
of the a formulation fails to track the increase in

the energy predicted by the parabolic and power law

models. As can be seen from Fig. 8, the a formulation

predicts a much lower peak average energy of 0.3 eV,

still above the range of energies for which this model

is suspect. It is clear then, that at higher applied

voltages and consequently high average energies, use

of the _ formulation containing a binomial expansion

leads to inaccurate predictions of the key macro-

scopic observables, i.e. average energy and current.

CONCLUSIONS

In this paper, ballistic diode simulations using two

different non-parabolic formulations of the energy dis-

persion relation within a hydrodynamic model have

been performed. These calculations have been com-

pared to those made with non-parabolic drift-diffusion

models and a parabolic hydrodynamic model. The first

non-parabolic formulation of the energy utilizes the
Kane dispersion relation. In order to produce closed

form coefficients in the transport equations, thereby
making the calculation numerically tractable, it is

essential that the terms be simplified using a binomial

expansion. Unfortunately, the resulting binomial ex-

pansion is only valid for a narrow, low energy range
at modest values of non-parabolicity. As a result, the
non-parabolic formulation based on the Kane dis-

persion relation is only suitable for calculation within

a narrow energy range.

In contrast, the power law formulation for the

energy dispersion relation has a much greater range
of energy over which it provides a valid description

of the transport coefficients. This can be attributed

to the observation that the transport coefficients at
high energy become non-physical when the binomial

expansion, Kane dispersion relation, _, formulation is

employed, while in the power law formulation no

non-physical effects are observed.

For devices and material systems considered here,

it is found that the use of the non-parabolic as opposed

to the parabolic dispersion relation always leads to a

lower calculated current in both the drift-diffusion

and hydrodynamic simulations. The calculated carrier

energy and velocity are similarly lower when the

non-parabolic model is employed. These variables

are lower because the non-parabolicity reduces the

effective mobility and diffusivity of the material,
thereby lowering the calculated current.

The relationship between the two non-parabolic

models, the power law and the a formulation, is some-

what more complicated. The power law formulation

predicts smaller current values than the _t formulation

under the drift-diffusion approximation in both silicon

and GaAs. However, when the full hydrodynamic

formulation is used, the power law predicts greater

current than the ,, formulation, at least at high bias.

At low bias, the power law predicts a slightly lower

current than the _t formulation. These results can be

attributed to the behavior of the "effective" mobility,

since in the ballistic diodes considered here the current

is dominated by drift effects. When the drift-diffusion

model is employed, the "effective" mobility (defined

as the prefactor in front of the electric field term) of

the power law form is lower than that of the _t form,

leading to a lower calculated current. In contrast,

when the full hydrodynamic model is employed, the

"effective" mobility of the power law form is greater

than that of the _ form, resulting in a larger calculated

current. The observation of the power law initially

yielding a lower current at low bias, but yielding a

higher current at high bias as compared to the ct form,

can be explained as follows. At low bias, the devices

are close to equilibrium and the carriers are relatively
cold. Consequently, the system responds as in the

drift-diffusion case, resulting in a greater current for

the _ case than the power law case. At higher biases,

the effects of carrier heating are more important, and

the situation reverses, since the full hydrodynamic

results dominate the "effective" mobility.
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SECTION V:

ACOUSTIC CHARGE TRANSPORT DEVICE





5.0 Acoustic Charge Transport Device

We present the figure of the ACT imager architecture here again to clarify how we

segmented the problem. From the substrate architecture shown it should be noted that the

photogenerated charge is transferred in the GaAs quantum well sandwiched between two

AIGaAs layers. Control of mobile carriers is critical to this operation and so we developed a

layer structure which would be best suited for ACT. An earlier heterostructure ACT approach

was pioneered by a group at United Technologies with the principal advantage that no biasing

was required. It turns out, however, that in their initial structure the depletion of the charge

transport layer depended on the surface state concentration being within a particular range of

values. We developed a layer structure for which the depletion of the charge transport layer

would be relatively impervious to the surface state concentration. This will be discussed in detail

in Section 5.1. One thing that is also something of a problem for ACT devices is the high

amount of RF power that is typically required for charge transport. This is because GaAs is

weakly piezoelectric with a value for the piezoelectric coupling, K 2, of 0.07% which is less than

that of Quartz. This high RF power causes a number of other problems such as electromigration

and acoustomigration in the SAW interdigital transducer (IDT) metallization. In addition, the

need for high acoustic power in the transport channel results in an increased amount of chip real

estate taken up by the IDT and the reflector behind it. There are several ways in which we

sought to deal with these problems. One was to investigate the use of a thin film piezoelectric

layer of Zinc Oxide (ZnO) to be deposited on top of the GaAs ACT device. Due to the much

higher value of K 2 for ZnO, this dramatically decreases the amount of RF power driving the

SAW IDT. This work is described in Section 5.2. Another approach we took to solving this

problem was to investigate SAW acoustoelectric convolvers. With this approach there would be

5-1



no need for an IDT and the charge transport would be powered by a modest DC Voltage (-2

Volts) applied to the acoustelectric amplifier and current in the mA range. This work is

described in Section 5.3.

It is perhaps at first not so evident but the photodetector array presents an acoustic

waveguide structure which the SAW will have to propagate through. In order to better

understand this problem and provide a design methodology we developed the stack matrix theory

approach for the design of SAW waveguides and this work is described in Section 5.4. This

technique has been adopted as the industry standard for the design of SAW Waveguide coupled

resonator filters now used for IF sections of wireless systems.
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5.1 p-HACT Device Architecture

In this section we describe the ACT device architecture which we developed to overcome

some of the manufacturing difficulties associated with the heterostructure ACT architecture. For

this section of the report we have attached the paper which most extensively describes the work:

Smith, A.W., Kenney, J.S., Hunt, W.D., Brennan, K.F., Benz, R. and Summers, C.J.,

"Theoretical Calculations of Charge Confinement in a pn'np Heterojunction Acoustic

Charge Transport Device," IEEE Transactions on Electron Devices, vol. 42, no. 5, pp.
977-990, May 1995.

The problem that this work addresses can best be understood by looking at Figure 3 of

the attached paper. From this one can see that the Conduction Bandedge varies considerably for

HACT devices for only modest variations in the surface state concentration. It is well known

that the surface state concentration cannot be held to a specific value and that a more effective

architecture is one for which the devices functions well for a surface state density held below a

specific value. The problem with the HACT architecture shown in Figure 2 of the paper is that it

depends on a specific value of surface state concentration being attained. We developed the

architecture in Figure 4 to be a much better alternative to immunity from surface state

concentration variations.

5-3
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Theoretical Calculations of Charge

Confinement in a pn-np Heterojunction

Acoustic Charge Transport Device

Arlynn W. Smith, J. Stevenson Kenney, William D. Hunt, Kevin F. Brennan,
Senior Member, IEEE, Rudy Benz, and Christopher J. Summers, Member, IEEE

Abstractm An alternative structure for heterojunction acoustic _n,p
charge transport (HACT) devices has been devised and analyzed, kb
The structure uses a pn-np doping profile near the surface Te,h
of the device to create a charge transport layer and provide (c

top vertical confinement. This is contrary to previous n-type
HACT structures which rely on residual surface states and a
beterojunction discontinuity for the same functions. The use of (v
the pn-np doping as the channel depletion mechanism makes X
the device insensitive to the residual surface state density, thus E 9
providing a more robust design. In addition, the use of the m*_,h
back np junction enables widening of the transport layer thereby Ac
increasing the amount of charge that can be transported by the
acoustic wave. As a result of the increased charge capacity it r/c
is expected that the pn-np ACT device will exhibit a greater Av

dynamic range and current than previous I-I.ACT designs. )Iv
The analysis of the device structure is accomplished herein using
a two dimensional hydrodynamic simulation code, Semiconductor
Total Energy Balance Simulator in two Dimensions (STEBS-2D),
which has been modified to account for the potential created
by the surface acoustic wave. The calculated results indicate
that an order of magnitude enhancement in charge capacity is
possible using the new structure, l_-ansfer efficiency calculations
for several different lifetimes in the transport layer show high
efficiency values, greater than 7 9's efficient with a Shockley Read
Hall lifetime of 10 nsec.

NOMENCLATURE

_r

q

P
n

N;
F s,tw
t

l/n,p

R,G

Relative permittivity of semiconductor.

Permittivity of free space.

Electronic charge.
Electrostatic potential.

Hole concentration.
Electron concentration.

Ionized donar concentration.

Ionized acceptor concentration.

Effective doping due to surface acoustic wave.

Time.
Velocity of electrons and holes.
Recombination and Generation.

Electron and hole mobility.

Boltzmann constant.
Electron or hole temperatures.
Conduction band edge (includes bandgap

narrowing).
Valance band edge (includes bandgap narrowing).

Electron affinity.
Semiconductor band gap.
Electron and hole effective mass.

Ratio of Fermi integrals {_l/2(rl¢)l_r-1/2(Oe)}.
Reduced energy of the conduction band.

Ratio of Fermi integrals {.T1/2(r/_)/.T-1/u(r/o)}.

Reduced energy of the valance band.
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I. INTRODUCTION

ETEROJUNCTION acousticcharge transport(HACT)
devicesare promisingcandidatesforanalog signalpro-

cessorsand rfmemories. The HACT device structureisjust

one of the two major forms of acousticcharge transport

(ACT) devices,bulk and surfacetypes.In bulk ACT struc-

turescharge isconfined in the verticaldirection(,-,5to 6

#m deep) using a biaspotentialcreatedbetween a reverse-
biasedSchottky barrierand an appliedback-gatingpotential.

In HACT devices verticalconfinement (< l#m deep) is

provided by discontinuitiesin the conductionband edge due

tomaterialchanges.In both HACT and ACT deviceslateral

confinementand charge transportisaccomplishedusing the

potentialcreatedby a surfaceacousticwave generatedwithin

the semiconductor.A schematicdiagram of acousticcharge

transportina representativeHACT structureisshown inFig.

I.As can be seen from Fig. I,the surfaceacousticwave

generatedby a transduceron thesurfaceof thesemiconductor

propagatesthroughthestructurepushingchargefrom theinput
contact over some distance for later extraction at an output

contact.
The HACT structure offers several important advantages

over a conventional buried channel ACT. The HACT device

has less power dissipation, utilizes simpler channel isolation

techniques, is self-biasing, and enables possible direct inte-

gration with other planar technologies [I]. These advantages
are realized due to the shallower depth of confinement for

Georgia Tech ResearchInstitute,Georgia Institute of Technology, Atlanta.GA the charge packet. Less input power is required because more
30332-0800 USA. efficient use of the surface acoustic wave (SAW) potential

[EEE Log Number 9410170.
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Fig. 1. Schematic diagram of a surface acoustic wave propagating in an

epilayer structure.

is obtained from the shallower charge confinement. Channel

isolation can be provided by mesa etching or proton isolation

which would not be possible at a depth of 5 #m. However,

these advantages do not come without some penalty. In the

conventional HACT (n-HACT) structure, shown in Fig. 2,

the self-biasing of the device relies on residual surface states

and very critical control of the doping in the layer structure.

The one dimensional conduction band diagram, without any

acoustic potential, for three different cases of residual surface

charge for the n-HACT structure is displayed in Fig. 3, the
surface charge densities are -l.0 x 101_ cm -2, -1.5 x 1012

cm -2, and -5.0 x 101-_ cm -2. The fermi level is at zero

volts. Notice that at the lowest residual surface concentrations

the channel is modulation doped by the dopants in the top

AIGaAs layer• At moderate values of surface charge [2] the

channel is depleted as required. This is the first surface state

density for which we obtained charge confinement. As the

surface charge increases the channel becomes more depleted.

The depth of the depletion region is controlled by the density

of the surface states and the doping concentration in the layers

below. The design goal is to have the doping concentration in

the AIGaAs layer slightly larger than the fixed surface charge
[1]. Once the surface states have been satisfied this will then

provide a small amount of mobile charge for transport [1]. A

major problem is that the resulting value of surface charge

is not known apriori i.e., different processing conditions or

even different atmospheric conditions could change the final
residual surface concentration.

Small variations in the doping concentrations within the

layers can also upset the delicate charge balancing with the

surface state density. Any of these deviations from perfect

balance can cause large variations in the device performance.

Relying on surface charge to deplete the channel layer also

introduces a limit on the width of the transport layer, the

surface charge acts over a small distance unless the material

is lightly doped. A smaller transport layer thickness limits the

charge capacity of the acoustic wave packet thereby decreasing

the dynamic range of the device. Therefore, a need exists for

a HACT device design which is insensitive to the residual

surface states and has performance characteristics comparable

20 nm GaA.S N-t,/pe NiD

70 nm AIGIAI with 30% Aluminum N-lype 2.0e17

40 nm Ga_ N-type NID

100 nm NGIAI with 30% Aluminum N-type NID

Ga_ Substrate N-type NID

Fig. 2. Epitaxial layer structure of a conventional n-type heterojunction

acoustic charge transpon device (n-HACT).
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to or greater than the current HACT structures which rely
on the surface states and have limited channel widths. A

structure which utilizes a pn junction at the surface to isolate

the channel from surface states was proposed in reference [3].

However, the structure was never analyzed to determine the

necessary doping profiles or the device characteristics. The

structure proposed in this paper is an extension of the pn

HACT configuration first described in reference [3].

The purpose of this paper is to introduce and analyze

an alternative HACT structure, hereafter called p-HACT,

which is relatively insensitive to changes in residual surface

concentration and to fluctuations in the doping concentration

of the epitaxial layers. The proposed device structure utilizes

a pn junction at the front surface to provide isolation from the

surface charge and to create the top vertical confinement• A

lightly doped n-type channel layer is then separated from the

substrate by a p-type AIGaAs layer. The p-type A1GaAs serves

two purposes: First, the band edge discontinuity provides

the bottom part of the vertical confinement• Second, the p-

type doping serves to complete the depletion of the transport

layer. By using dopants to deplete the transport layer, channel

thicknesses an order of magnitude larger than those obtained
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50 nm P-type 2.15E17

50 nm N-type 1.85E17

300 nm GaAs N-type 1.01::15

100 nm AlGa.As with 30% Aluminum P-t_oe 1.0E18

GaPs

Substrata N-type 5.0E15

Fig. 4. Epitaxial layer structure of the alternative p-type heterojunction

acoustic charge transport device (p-HACT).

in current HACT devices can be achieved, sensitivity to the

surface states is reduced, and processing variations can be
avoided.

The remainder of the paper will discuss the two dimen-
sional device simulation code, Semiconductor Total Energy

Balance Simulator in two Dimensions (STEBS-2D), used for

modeling the performance of the HACT structures. The charge

packet size and shape for the two different HACT designs at

one specific acoustic power level will then be compared for
three different residual surface charge concentrations. Finally,

transient simulations using several values of cattier lifetime in

the channel layer provide a measure of the maximum charge

transfer efficiency of the proposed structure.

II. DEVICE DESIGN

The layer structure and doping concentrations in the new

p-type HACT, hereafter referred to as p-HACT, is shown in

Fig. 4. The design consists of a top layer of p-type GaAs
doped to 2.15 x 1017 cm -3 with a thickness of 50 nm, 50

nm n-type GaAs doped to 1.85 x 10xr cm -3 follows the cap

layer. The channel layer is 300 nm of n-type GaAs doped to
1.0 x 10 t5 cm -3. The bottom vertical confinement layer is

100 nm of p-type Al0.sGa0.rAs with a doping concentration
of 1.0xl0 t6 cm -3. The substrate is n-type GaAs doped at 5.0

x 101_ cm -3. Alternatively a 2 #m GaAs buffer layer of the

same doping concentration on a semi-insulating substrate can
be used. The one dimensional conduction band diagram of

the p-HACT, without the superimposed acoustic potential, for
three different residual surface state concentrations is shown in

Fig. 5, the surface state densities are - 5.0 x 1011 cm -2, - 1.0
x l012 cm -2, and - 5.0 x 1012 cm -2 which differ from those

used in the n-HACT simulation. Comparing Figs. 3 and 5 it is

immediately apparent that the p-HACT structure is much less

sensitive to fluctuations in the top surface charge; the band

diagram does not change as the surface charge varies. Also
note that the width of the transport layer has been increased

by almost an order of magnitude, from 40 nm to 300 nm.

The maximum doping concentration in the two HACT

structures is approximately the same for several reasons. First,
it was found that when the doping concentrations in the first

two layers was reduced the p-HACT became more sensitive
to the surface state density. Similar behavior occurs for the

n-HACT structure. Since the design goal is to produce a
device insensitive to the surface state concentration, the doping

1.5 i

"' _ Surface State Donsity -5.0 x 1012cm "2

1.3- _

- - - - Surface State Density -1.0 x 1012cm"2

_'_ 1.1-

g . x 1011ctn "2

0.9-

_ 0.7-

-
"_ 0.5-

0 .

11.3-

o.1 ' o12 ' oi, ' o'.6 ' ola '

Distance from Suaace (microns)

Fig. 5. One dimensional conduction band diagrams of the p-HACT device

with three different residual surface state concentrations, no acoustic potential.

1
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'_ 0.4
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Fig. 6. Magnitude of the acoustic potential in the n-HACT and p-HACT

structures, the transport channels are located between the origin and the

vertical line. Two different boundary conditions are displayed; a free surface

boundary condition and a shorted (metallized) boundary condition.

concentrations in the top layers must remain fairly high.

However, the doping concentration in these layers can not be

increased to arbitrarily high values in either structure owing to

the fact that the top surface of the HACT structure can not be

highly conductive [1]. A highly conductive surface, such as a

metal or highly doped semiconductor, will short out the surface

acoustic wave propagating in the underlying semiconductor.

This will be discussed at length in the next section• In the

case of the n-HACT structure the doping concentration in the

AIGaAs cap layer can not be raised too high because the layer

will begin modulation doping the transport layer, similar to a
HEMT. As the number of carriers increases in the channel due

to the modulation doping the acoustic wave will be damped

out, the perturbation due to the displacement charge from the
surface acoustic wave will become too small compared to

the background carrier concentration. In the p-HACT device,
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[  m;,1p,_, = #h -kbThA,,Vp - pV(q, - X - Eg) + pkbThA,, m_, J"
(5)

high doping creates a very strongly depleted channel but the

perturbation due to the acoustic wave is not great enough to

cause significant lateral confinement. For this case the heavy

doping strongly pins the energy bands in the channel region.

III. MODEL DESCRIPTION

The ability to model the HACT structure depends upon

the assumption that the acoustic properties of the material
can be treated as a perturbation to the electrical properties

under specific conditions. The SAW potential is converted

to an effective doping concentration and superimposed on

the background concentration of the structure. This is more

realistic than superimposing the SAW potential directly on the

device potential because at the surface and deep within the
substrate the SAW contributes little to the overall potential.

A. Electrical Model

The fundamental basis of our model is a two dimensional

hydrodynamic device simulation code, STEBS-2D [4]. For

the simulations presented here, the lattice temperature effects
and electronic heat transfer have been neglected. The resulting

partial differential equations describing the system and solved

within the context of the hydrodynamic simulator are

q Ne+ + rsau') (1)= -;-(p - + -
<o

OL ] + V • (n_r.) = -R + G (2)

(op)_- +V,(pG)=-R+G (3)

3 Vm; InG_ = .. -kbT_A¢Vn + ,,V(e_ - X) + I
(4)

(see (5) shown at the top of the page.)

Equation (1) is Poisson's equation for the potential and in-
cludes the effective doping from the surface acoustic wave,

l"s=,,,, as will be described. Equations (2) and (3) are the

electron and hole current continuity equations. The electron

and hole flux equations are given in (4) and (5). On the right

hand side of (2) and (3), the generation/recombination terms (R

and G) account for band to band, Auger, and Shockley-Read-

Hall (SRH) recombination. The partial differential equations

are discretized using the control volume method as described

in [4], [5]. All material parameters i.e. bandgap, mobility, den-

sity of states, recombination parameters are determined using
the formulas stated in PC-1D [6]. In addition, a thermionic-

field emission boundary condition [7] for the currents is

implemented at each material discontinuity. Interface states
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-3.0x10 's
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•,4.0x10 is

0 1 2 3 4 S s r I s 10

Depth Into Device (wn)

Fig. 7. Maximum value of the displacement charge created by the acoustic

wave as a function of depth into the p-HACT structure. The discontinuities

are caused by abrupt changes in material permittivity.

and recombination centers were assumed to be negligible at

the material discontinuities. Equations (1)-(5), along with the

appropriate boundary conditions for the device domain, are
solved for the three fundamental variables ¢, n, and p.

In the simulations presented here four different boundary
conditions are needed. The first is a grounded ohmic contact

[8] at the back surface of the device. The second type of

boundary condition is the symmetry boundary condition [8].

This is applied on both lateral sides of the simulation domain.

This choice of boundary conditions will be explained further

in the next section on modeling the acoustic wave. On the top

surface two different types of boundary conditions are used. In
the one dimensional simulations without the surface acoustic

wave, Figs. 3 and 5, a free surface boundary condition is

employed for the electrostatic potential. Its mathematical form
is

o¢
£semi OXi = Qi,at (6)

The parameter Cserni is the semiconductor permittivity and

Qint is the surface charge density and varies in the range -5 x
l0 n to -5 x 1012 cm -2. This range of surface charge density

corresponds to approximately 1% of the dangling bonds being

charged. Even though the SAW is expected to alter the surface
state occupancy (Qint), this has been neglected in the model

due to the lack of information concerning the charged state

profile. The boundary conditions for the carrier concentrations
depend upon satisfying the continuity equations at the surface

with respect to the surface recombination rate as,

s.s,(.p-.',) .
J_ = -qR._/= -q s.(.+._)+s_(p+m)

•8Cx)
Jp = qRsur, f = q s.(n+nl)+Sp(p+p,)

(7)
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Fig. 8. Two dimensionalconduction band diagrams for the (a) n-HACT
structure, and (b) p-HACT structure with an applied surface acoustic wave.
Only the epitaxial layer are displayed in each case.

In the one dimensional simulations the value of the surface

recombination rates (R,,,,..t) used in (7) has been set to

zero. Setting R._u,/ to zero is justified because the surface
2 and nois not driven out of equilibrium. Therefore np = ni

matter what the actual surface recombination velocities are

the surface recombination rate evaluates to zero [8]. These

one dimensional simulations then provided the value of the

fermi level with respect to the intrinsic level which was used
in the two dimensional simulations.

In the two dimensional simulations with the SAW the free

surface boundary conditions given by (6) and (7) in the

one dimensional case could be used with the modification

that an extra term accounting for the acoustic displacement

charge is added to (6). This is only done in the case of
the n-HACT structure at the lowest residual surface state

concentration. At the other surface state concentrations in the

n-HACT structure and at all surface state concentrations in

the p-HACT structure the free surface boundary condition

is replaced by a pinned fermi level boundary condition. The
value of the fermi level is fixed to the value calculated from

the one dimensional simulation with the fixed surface charge.

The use of either the free surface with charge boundary

condition or the pinned fermi level boundary condition in
these cases results in the same potential profile. The similar

potential profile occurs because the SAW displacement charge
is a very minor perturbation compared to the fixed surface

states, only changing the fermi level by ,-_1.0 x 10 -3 volts.
Even in the n-HACT structure at the lowest surface state

concentration and a modified free surface condition of (6)

with the acoustic displacement, the potential profile within the

channel is unchanged from that obtained with a fixed fermi

level at the surface. However, the pinned fermi level boundary

condition tends to speed the convergence of the solution.
The simulation domain is nonuniformly discretized using

rectangular control volumes. The node placement is performed

adaptively during the equilibrium portion of the simulation.
The adaptive gridding depends upon the change in potential,

changes in material types or boundary conditions, and fluc-
tuations in the doping concentrations. Generally the adaptive

gridding results in a mesh consisting of approximately 107

x 41 points. The system of equations is linearized using
Newton's method. The resulting system is solved using an

iterative approach known as the conjugate gradient squared
and stabilized method [9]. The code for this accelerator was

added to the NSPCG library for the solution of nonsymmetric

systems of equations [10].

B. Modeling the Surface Acoustic Wave

As previously stated the acoustic wave potential provides
lateral confinement and transports the charge. To utilize the

maximum coupling coefficient between the mechanical and

electrical components of the SAW power a wave propagating
in the <110> direction on a [100] crystal structure is simulated.

The SAW potential is calculated for the layer structures

by the technique described in reference [111. The resulting
normalized potential as a function of distance from the surface

for the p-HACT structure supporting a SAW with a power
intensity of I mWatt/l is depicted in Fig. 6. The magnitude of

the SAW potential for two different surface conditions, a free
surface and a metallized surface, are displayed. Notice that the

SAW potential is completely shorted out at the surface for the
metallized device while the SAW potential maximum occurs

at the surface in the free surface structure. Fig. 6 can be used

to explain why a highly conductive surface can not be used in
the HACT structure, as mentioned above. The location of both

the n-HACT and p-HACT channels lie between the origin and

the vertical line in Fig. 6. The channels are located very close
to the surface to take advantage of the high magnitude of the
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Fig. 9. Equi-cnergy contour plots of the n-HACT structure with an applied surface acousticwave and three different residual surface state concentrations:
(a) --1.0 x 1012 cm -2, (b) --1.5 x 1012 cm -2.

SAW potential present in the free surface case. As the front

surface doping concentration increases, the surface becomes

conductive and the maximum magnitude of the SAW potential

decreases in the immediate vicinity of the surface. Therefore,

in the highly conductive surface device the SAW potential is

insufficient near the surface to effectively transport charge.
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As stated in Section III.B. the acoustic wave is modeled

as a penurbation to the impurity doping density in Poisson's

equation. The magnitude of the displacement charge resulting
from the acoustic wave is obtained by the Laplacian of

the wave potential and modulated by a sinusoidally varying

function [121

_ [ O_qS_"_'(Z) lc°s(k" - _ot)F..... (_. _.1,t.) = P_ k24,.,,,o(_) Ox"
(8)

The factor P, in (8) is a power scaling factor, indicating the

SAW potential at the surface under free surface conditions,
while k is the wave number of the acoustic wave. Fig. 7

depicts the maximum displacement charge, Fs.-tu-(x,y,t), in

the p-HACT structure for an acoustic wavelength of 10/zm, a

P., of 4 112], and a free surface boundary condition. Contrary
to the smooth behavior of the displacement charge in the case
of bulk ACT devices the displacement charge in the HACT

case shows discontinuities due to the abrupt changes in the

pennittivity of the constituent material.
in the calculations presented below only one wavelength of

the SAW will be simulated. The beginning and ending points

are chosen at the potential minimums, thus creating a potential
well to conline the electrons in the middle of the simulation

domain. Provided the injected electrons do not greatly effect

the shape of the SAW the choice of a symmetry boundary
condition in the lateral directions can be justified.

C. Comparison with Previous Models

Several numerical models have been reported to simulate

charge injection in bulk ACT devices [121-[15]. One of the

8 10

major aims of this work is to analyze the HACT structures

so only a limited comparison of our model to previous ACT
models is appropriate. The earlier bulk ACT models neglect

the hole contribution to the solution. This implies that no

carrier recombination takes place, and therefore the charge

transfer efficiency would always be calculated to be unity.

Our model enables a more realistic calculation of the charge

transfer efficiency by including the hole transport equation to

simulate recombination. Previous ACT models were concerned

with simulating the injection process between the input ohmic
contact on the surface and the acoustic transport channel in

the bulk of the device. In the model presented here the desired

amount of charge is added at a specific location very close to

the surface in a very small time step (1 psec). Then two small

time steps are sequentially performed allowing the charge to
distribute itself within the SAW's well. The time steps used

in the simulation are 0.1 and 0.5 nsec. After 0.6 nsec elapses

the injected charge is then in steady state with the acoustic

potential. Next the time steps are increased to calculate the

charge transfer efficiency.
Simulation of an n-HACT structure has been reported by

researchers at United Technologies Research Center (UTRC)

[21, [16]. As in the case of the bulk ACT models the hole

equation was removed from the UTRC solution domain. The

charge injection in the UTRC model is similar to the method

of injection adopted here. A major difference between the two
models is the UTRC model uses top and bottom ground planes

as boundary conditions for the top and bottom of the device.

It is in these planes that image charge created by the injected

electrons will reside. Using the model presented here, which
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Fig. 10. F_.qui-encrgy contour plots of the p-HACT structure with an applied surface acoustic wave and three different residual surface state concentrations:
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does not use ground planes, it will be shown that the image heterojunction. Another major difference is in the calculation

charge actually resides in the substrate just below the bottom of the displacement charge. The UTRC model used a simple
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Fig. I 1. Electron packet shape for the p-HACT structure with an applied
surface acoustic wave and I0 _ electronsJcm injected into ),heTransport channel.

The loss of electrons from 0.6 to 0.8 t*m deep is thc image charge created

by the injected electrons.

expression for the displacement charge in the HACT channel,

F.,a,_(:_, U, t) = - V-(¢ocos(ky - _t)) (9)

where the constant q_o was set to !. In the model presented

here, which uses (8), the value of the power parameter, P.,,
would need to be set to an unusually high number as compared

to that given in [121 to obtain the same potential profile as

shown in [161. The UTRC model and the model presented

Fig. 12. Electron packet shape for the n-HACT structure with an applied
surface acoustic wave, a residual surface state concentration of -1.0 x

10tacm -2, and an injected carrier concentration of 5 × 10_; electronslcm.

in this work both ignore the synchronous field created by the

constant velocity of the SAW in the propagation direction [ 1].

IV. APPLICATION TO n-HACT AND p-HACT DEVICES

The one dimensional simulations, Figs. 3 and 5, depict

the conduction band without any acoustic potential. These

figures serve to highlight the effect of the surface state
density for both the n-HACT and p-HACT structures. In
this section these structures are simulated in two dimensions
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f Q

(b)

Fig. 13. Electron packet shape for the n-HACT structure with an applied
surface acoustic wave. a residual surface state concentration of --1.5 x
10t2cm -', and two injected carrier concentrations: (a) 1.0 x 107 elec-

trons/era and (b) 5.0 x l07 eleetrons/cm. Notice the spreading in the case
of 5. x 10": electronslcm.

with a superimposed SAW potential and injected charge to

determine their charge capacity and charge transfer efficiency.

The acoustic wave simulated has a wavelength of 10 ILm, a

frequency of 287.75 MHz, which leads to an acoustic velocity
of 2877.5 m/see.

Fig. 8(a) and (b) show energy surface plots of the steady
state conduction band for the n-HACT and p-HACT structures

with a surface state density of -1.5 x 1012 cm -2 and -1.0

x 1012 cm -2 respectively. The power scaling factor, Ps, for

both structures was 4. These figures are useful for illustrating

the potential well created by the SAW potential. Hereafter, the

conduction band will be illustrated by using contour plots of

the energy surface. Comparison of Fig. 8(a) and (b) shows

that the well created in the p-HACT structure (Fig. 8(b) is

approximately an order of magnitude larger than the n-HACT

structure. In the n-HACT structure the top and bottom vertical
confinement is provided by the two heterojunction barriers.

As previously described, the top vertical confinement in the

p-HACT structure is provided by the pn junction, with no

(b)

Fig. 14. Electron packet shape for the n-HACT structure with an applied
surface acoustic wave. a residual surface state concentration of -5.0 x

1012cm -2. and two injected carrier concentrations: (a) 5.0 x 107 elcc-
trons/cm and (b) 1.0 x 108electron_cm.

abrupt change in the conduction band, and the bottom vertical

confinement is formed by the heterojunction discontinuity.

Fig. 9(a)-(c) show the equi-energy contour levels for the

n-HACT structure with a P, factor of 4 and surface state

concentrations of-1 x 1012, -1.5 x 1012, and -5.0 x 1012

cm -2. The values of the lateral barrier created by the SAW
and the value of the pinned fermi level at the front surface are

given in Table I. Note that there exists only a very little lateral
potential barrier at a surface concentration of -1.0 x i0 -12

cm -2. The value of the pinned fermi level in Table I for the n-

HACT structure demonstrates again this structure's sensitivity

to the surface state density. At a residual concentration of - 1.0

x 10 -12 cm -2 the level is 0.0895 eV, both the cap layer and

channel layer are modulation doped by the AIGaAs. However,
at residual concentration of -1.5 x 10 -12 cm -2 the level has

dropped to -0.684 eV and the cap layer is now depleted.

The steady state conduction band contours for the" p-HACT
structure with surface concentrations of -5 x 1011, -1.0 x

1012, and -5.0 x 1012 cm -2 are displayed in Fig. 10(a)-(c).

As in the case of the n-H.ACT structures the P, value was
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Fig. 15. Electron packet shape for the p-HACT structure with an applied
surface acoustic wave, a residual surface state concentration of --I.0 ×

10r-'cm-_, and threeinjectedcan'ierconcentrations:(a)1.0x I0r dec-
trun_cm.(b)5.0x 107electron_cm,and(c)1.0x I0_4electrons/cm.Notice
thespreadinginthecaseof1.0x 10Selectrons/cmismuch lessthaninthe
n-HACT structureFig.14.

TABLE l

n-HALT su,'ucm_

Strface Suttes (ore':') -t.0xl0 n -1.5x tO'+ -5.0xl0 n

Pirmed Fermi Level (eV) 0.01195 -0.683"/ -0.8140

Lateral Bst'_er at Top of 0.37 7.5t 10.09

om_ (rr)

I..atend Bm'ia" as Bouom 1.64 9.S3 13.30

of Oread (Z't')

_-}tACT ,e_cture

Surface Stau_ (cm'_ -5.0x10" -I.0xl0 n

Pinned Fm=/Level (©V) -0.69_;3

Lateral Bani_ -,Top of
Ctuumd(_'r)

Latend Ban'ie_ 8t Boeem
of Clmu_ (KT)

-5.Ox10 n

-0.7254 ..0.8243

8.02 7.92 7.$0

16.68 16.66 16.64

set to 4 and values of lateral barrier and pinned fermi level

are listed in Table I. As seen from Fig. 10 and the values of

the lateral barrier in Table I the surface concentration does

not significantly change the shape of the potential well in the

p-HACT structure.
To determine the maximum charge capacity of the potential

well excess electrons are injected into the channel at the

conduction band minimum. The structures are simulated until

the electrons reach steady state with the acoustic potential.

The number of injected electrons is increased until it appears

that the electrons are not being confined within a single

wavelength. Fig. 11 is an example of the electron charge packet

shape when 106 electrons/cm are injected into the middle of
the simulation domain for the p-HACT structure. To determine

the electron packet shape the electron density simulated at

steady state was subtracted from the electron density sim-
ulated 0.6 nanoseconds after the charge was injected. The

0.6 nanoseconds is required for the electrons which are only

injected at the middle to attain a steady state condition with

the acoustic potential. Notice that the electrons are confined to
the center of the simulation domain, which is the lowest part

of the conduction band in Fig. 10. The width of the packet

is approximately 2 #m wide in the propagation direction. As
will be seen in the figures to be presented the width of the

packet increases as the amount of injected charge increases.
Also note in Fig. 11 that an image charge, i.e. removal of
electrons, has been created in the substrate just below the

confining heterojunction. This image charge will not be plotted

in later figures, but the reader should be aware that it exists.

Fig. 12 shows the electron packet shape for
5xl06electronsdcm injected into the n-HACT structure

with the lowest residual surface state concentration. The

electrons are not confined to the middle of the simulation

domain, but spread over the channel along the propagation
direction. This indicates that this structure has exceeded

its maximum capacity for SAW transport; there is no
confinement in the propagation direction. Fig. 13 depicts

the electron packet shape for the n-HACT structure with a
residual surface state concentration of -1.5 x 10 t.' cm-'-' Ibr

two injected electron concentrations. Fig. 13 a is for a packet
of 10r electrons/era. This is the maximum amount predicted
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Fig. 16. Fraction of packet electrons remaining as a function of elapsed time in the p-HACT structure for three different valucs of SRH lifetime:

I/iscc,I0 n_c, and 0.I nsec.

by the UTRC model for this structure. When the injected
electron concentration is increased to 5 x 107 electrons/cm,

Fig. 13(b), there is spreading of the packet over the entire

simulation domain, indicating that the maximum capacity
has been exceeded. Note that unlike the UTRC model the

lack of confinement is due to the SAW potential not the

heterojunction barrier. Fig. 14 displays the electron packet

shape for the n-HACT structure with the highest residual

surface state concentration. In this case the electron packet

does not spread until the injected concentration reaches l0 s

electrons/cm. Comparison of Figs. 13 and 14 shows that

excess surface charge can lead to a small increase in the

maximum charge capacity of the wells
The electron packet shape obtained using the p-HACT

structure with a residual surface state concentration of - 1.0 x

10x2 cm -2 and three different injected electron concentrations

is shown in Fig. 15. For an injected electron concentration
of 107 electrons/cm, Fig. 15(a), the packet is confined within

5 /zm of the simulation domain. Fig. 15(b) shows the packet
confinement when 5 x 107 electrons/cm are injected, even

at l0 s electrons/cm, Fig. 15(c), the packet is still fairly well
confined to the simulation domain. Due to the similarities in

the characteristics of the p-HACT structure at other residual

surface state densities charge packet shapes at other surface

state concentrations will not be presented. Simulations at
surface state densities of 1.0 x 10 lz and 1.0 x 1013 cm -2

also show similar insensitivity. Comparison of Figs. 13 and

15 shows that due to the larger channel thickness in the p-

HACT structure the peak electron concentration density is

approximately half of that obtained in the n-HACT structure

for the same injected carrier concentration. These figures also

show that for approximately the same surface concentration

the p-HACT has a charge capacity which is nearly an order of

magnitude higher than the n-HACT structure. The maximum

charge capacity for the p-HACT structure is approximately the

same as the n-HACT structure with a high residual surface

8
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Fig. 17. Number of 9's in the charge transfer efficiency as a function of
the value of the SRH lifetime in the channel region of the p-HACT device
structure.

concentration, as can be seen from a comparison of Figs. 14
and 15.

To determine the maximum charge transfer efficiency of

the p-HACT structure electrons are injected into the channel

layer in the same manner as for the packet shape calculations.

The structure is simulated for ,,,1000 wavelengths, 4 #sec, at
different time intervals. The amount of electrons remaining in

the packet was recorded to determine the transfer efficiency.
The fraction of electrons remaining in the packet as a function

of time is shown in Fig. 16 for three different values of

SRH lifetime in the channel layer. At high SRH lifetimes

the fraction of remaining electrons is very close to unity,

indicating excellent charge transfer efficiency. The calculated

charge transfer efficiency, given by the number of 9's in

efficiency, as a function of SRH lifetime is given in Fig. 17.
For a SRH lifetime of 0.1 nsec the structure has 5 9's transfer

efficiency and increases to 8 9's for 1 #sec lifetime. However,

this analysis does not include any interface recombination at
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the heterojunction nor does it account for slow traps in the

channel layer. Both of these effects will act to lower the charge

transfer efficiency.

V. CONCLUSIONS

An alternative HACT structure which uses a pn-np doping

profile to deplete the transport layer and isolate the channel

from the residual surface states has been analyzed. The pn-np

doping also leads to an increase in the channel thickness.

The p-HACT structure is insensitive to the residual surface

state density over two orders of magnitude. Charge capacity

simulations show that the p-HACT structure is capable of

nearly an order of magnitude improvement in electron capacity

over the n-HACT structure at nearly the same residual surface

concentration. Simulations also show that the charge transfer

is 5 to 8 9's efficient if the recombination is limited by SRH

lifetimes in the range of 0.1 nsec to 1 #sec. The p-HACT

structure described in this paper has not been fully optimized,

further calculations reveal that the doping in the first n-type

layer may need to be reduced.
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5.2: ZnO Films for ACT Devices

Here we present the work that we performed to ultimately reduce the RF power

consumption of ACT devices. We have attached two papers which describes this work:

Kim, Y. and Hunt, W. D., "An analysis of surface acoustic wave propagation in a

piezoelectric film over a GaAs/AIGaAs heterostructure," Journal of Applied Physics,

vol. 71, no. 5, pp. 2136-2142, March 1992.

Kim, Y., Hunt, WD., I-Iickernell, F.S., and Jen, C.K., "ZnO films on {001}-cut <ll0>-

propagating GaAs substrates for surface acoustic wave device applications," IEEE
Transactions on Ultrasonics, Ferroelectrics and Frequency Control, vol. 42, no. 3, pp.

351-361, May 1995.

These papers indicate that ZnO is a suitable film choice for CJaAS ACT devices because it

can be deposited easily by sputtering and the SAW velocity for ZnO is comparable to that for

GaAs. We also found out that ZnO can be made compatible with GaAs. Many GaAs processing

people do not even like to hear the mention of Zinc because it is a fast diffusing, p-type dopant

for GaAs. There concern is that if Zn enters any processing system that the GaAs wafers are

going through, it will continue to dope Zn forever. This is probably a reasonable concern and in

order for ZnO to be used it would have to be a final process step, after all other fabrication

processing has been done. The wafer would need to leave the main facility and then go to

another, separate location for ZnO deposition. We found that if the GaAs wafer has an

encapsulation layer such as silicon nitride on it, the ZnO will not dope that wafer during

sputtering. Hence, there is a way to get the ZnO layer on the GaAs on without harming the

wafer. Though this may seem costly, there is a precedent for this in thesilicon industry. Copper

is now being hailed as a new metallization material for silicon and it too is a dopant for silicon.

The interconnect layer that copper is used for is applied at the very end of the process and in a

separate facility so that there can be no back contamination.
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These two attached papers describe in considerable detail the work that was conducted.

Ultimately, it was found that the ZnO film should be between 0.3 and 0.5 acoustic wavelengths

thick for HACT devices.
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A n analysis of surface acoustic wave propagation in a piezoelectric film
over a GaAs/AIGaAs heterostructure

Yoonkee Kim and William D. Hunt
School of Electrical Engineering and The Microelectronics Research Center, Georgia Institute
of Technology. Atlanta, Georgia 30332

(Received 7 October 1991; accepted for publication 25 November 1991)

This paper presents a theoretical analysis of the surface acoustic wave (SAW) propagation in
a G_,As/A1GaAs heterostructure covered with a piezoelectric film such as ZnO, BaTiO_,

l'b'i'iO_ or PZT. Wc _;uleulatc the SAW potential prulllc, SAW vch_ity, mid cfl'cetivc

piezoelectric coupling constant as functions of the film thickncs_ using u Lagucrrc
polynomial technique. The effective material constants such as the characteristic admittance

and equivalent dielectric constant are also obtained. We concentrate on the suitable
choice of the film for a heterojunction acoustic charge transport device. A ZnO film of 0.3-

0.5 acoustic wavelength thickness seems to be the most suitable choice.

I. INTRODUCTION

Acoustic charge transport (ACT) devices have been

developed for a variety of high-speed analog signal process-

ing applications since they were first reported in 1982.' In
ACT devices the charge packets are transported by the

electric potential associated with a propagating surface
acoustic wave (SAW). One ACT architecture I uses a thick

(approximately half of the SAW wavelength) epitaxial
layer and the charge is confined vertically by a combina-

tion of the depletion potential and the SAW potential. This

epilayer of lightly doped OaAs causes difficulty in the
monolithic integration of ACT devices with other elec-

tronic components. This problem has been overcome in

part in a heterojunction ACT (HACT) device z in which

the charge is confined in a GaAs well sandwiched between
AlOaAs layers. The potential profile of a conventional
HACT device is shown in Fig. 1 for both open- and short-

circuit surface cases. For the open-circuit surface, the

channel potential is the strongest because the ACT channel

is located just underneath the surface. The potential is very
small at the surface for the short-circuit case due to the

electrical boundary conditions associated with a metal film.

For a signal processing application, the charge packet
can be detected by nondestructive sense (NDS) electrodes.

A complication in ACT devices which does not face the

designer of charge coupled devices (CCD) is that the NDS

array must perform its electrical function of _nsing charge

but must also not present an appreciable perturbation to

the SAW. It has been shown that an electrode grating

which has one eighth of an acoustic wavelength wide met-

allization and spacing, respectively, could be used to min-

imize the perturbation of the SAW by the NDS grating)

As seen in Fig. 1, the presence of the metallic NDS array
will short out the SAW potential at the surface, and this

has been shown to adversely affect charge transport in the
HACT structure. To overcome this problem with the

HACT device, one needs an insulating layer between the

ACT channel and the NDS electrodes. Therefore, the in-

sulating layer helps to place the transport depth such that

the channel potential for both the open- and short-circuit

2136

cases is roughly equal. Moreover, if this insulating layer is

a piezoelectric film, such as ZnO, it is possible to obtain a
strong SAW potential and thus reduce the acoustic power

necessary for charge transporc Considerable work on var-
ious film structures has been reported 4's with most of the

investigations being focused on the piezoelectric coupling
coefficient, K 2. For ACT devices, however, one wants to

know not just the effective values of K z but the potential

profile extending into the substrata.
This paper presents a theoretical analysis of the SAW

propagation in a GaAs/AIGaAs HACT structure covered
with a piezoelectric film. The numerical results are shown
for film materials such as ZnO, BaTiO3, PbTiO3 or PZT.

We use the Laguerre polynomial (LP) technique 6 to de-

scribe SAW propagation in multilayered structures. Our
results include the SAW velocities for the t_ '." : . :

circuit surface, SAW potential, and acou._ti_ ._
value for K 2 is calculated from the relative ci',._*= L..

iocities between the open- and short-circuit surface

(K2= 2AV/V).

II. METHODOLOGY

The schematic diagram of the structure to be investi-

gated is illustrated in Fig. 2. The HACT device being con-
sidered consists of 4(X)-A-thick GaAs quantum well for

charge transport _ndwiched between the 700-A-thick and

I-btm-thick AIGaAs layers. A 200-,_-thick GaAs layer is

used as a cap layer. The mole fraction of AlAs in AIGaAs

is chosen to be 0.35.

In our analysis, we used the stiffness, piezoelectric, and
dielectric tensors reported by Adachi, 7 Carlotti et al.,Z and

Mansingh. s These material tensors are transformed by the

Euler angle method 9 to reflect the desired crystal cut and

propagation direction. As in the majority of ACT devices
developed to date, the surface normal direction of the
HACT device is (001) and the wave propagation direction

is (I 10). The crystal symmetry of the ZnO film is hexag-
onal and that of the BaTiO_, PbTiO.a, and PZT film is a

poled ceramic. The polycrystalline ZnO film can be grown
by various sputtering methods I° and its orientation is oh-

J. Appl.Phys.71 (5), 1 March 1992 0021.8979/921052136-07504.00 @ 1992 AmericanInstituteof Physics 2136



Distance in wavelengths

FIG. I. SAW potentialprofileof a con-
vention=lHACT devicefor open-and
short-circuitsurface.

tained with the c axis normal In the surfi_ce by choosing

proper sputtering parametcrs.ll It should bc noted that this

property makes the poling process unnecessary fi)r ZnO

unlike for the piezoelectric ceramic films. It has also been

reported that the c-oriented ZnO film can be deposited on
top of a GaAs/AIGaAs/GaAs structure.l_ Since the basal

plane of hexagonal crystal is isotropic, the propagation di-

rection for calculation purposes is arbitrarily chosen to be

(100). For the ceramic films, which are grown by various

kinds of deposition methods, s the material tensor has the

same form as for the hexagonal crystal system, with Z axis

along the poling axis. During the poling process, the poling

axis is along the surface normal direction and it is parallel
to the (001) direction. 13Therefore, the surface normal and

the propagation directions are same as those of the sput-
tered ZoO film.

Using the LP technique, one can obtain the SAW po-

tential profile in relation to the acoustic power. However,
for ACT dcviccs, it is prcfcrablc to have lhc SAW potential

related to the voltage applied to the transducer. The equa-

tions presented in Datta '4 are used in this paper. The sur-

10011T__[t_l

Piezoelectric film

200_, GaAs

700_ AIGaAs
400A GaAs

llUAIGaAs

GaAs subslrate

FIG. 2. Schematicdiagram of a IIACT device covered wilh a piezoelec-
tric film,
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face SAW potential, _o, is given by ¢_n=/z VT, where # is

the response function and V 7. is the applied voltage to the
interdigital transducer (IDT). The responsc function is

given by

sin [N_r( f - f c)/f c]

p =p,(fo71)N N_r[ ( f _ fc)/f¢] , (1)

where f¢ is the center frequency of the IDT, N is the num-
ber of the IDT electrode pairs, and p, is the element factor

which is equal tojO.8K 2 for the metallizatic_ r_tio 17--- 0.5.

Since the SAW is a clock signal and is opc r. : ...........

center frequency for ACT devices, p b_ _ : : "

Therefore, _0 can be simply written as

#Po= _. 8K2N Yr. (2)

We make this value for ¢_0to be the surface SAW potential
obtained by the LP technique.

The relation between the acoustic power, Pa, and ¢_0
can be used for the calculation of the effective material

constants. The characteristic admittance, Y0, can be given

by

. .,.VOW
eo= I_ol _-_-, (3)

where W is the width of overlap of the IDT electrodes. The

equivalent dielectric con.qtant, c=, i.q given by

c, = K 2" Yo
2WVsAw (4)

where VSAWis the SAW velocity.

III. RESULTS

The computed open-circuited SAW velocity versus

film thickness is shown in Fig. 3. For our calculations, the

ace,Mile wnvelenl_th, ,i, nf the filmed architect.re i_ n_.

Y. Klmand W. D. Hunt 2137
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sumed to be 10/Jm. We calculate over the range of 0-0.SA
thickness of the film. The Rayleigh modes are supported

for all the filmed architectures being considered here. It is

seen that the SAW velocity is close to that of the HACT

substrate for the small thickness of the film and it is close

to that of the corresponding single material as the thick-

heSS of the film is increased. Also note that the SAW ve-

locity decreases monotonically. The SAW velocity of the

HACT device which is drawn as the zero thickness of the
film is calculated to be 2910 m/s (cf. VO,A_ ----2864 m/s).

The variations of the SAW velocity by the 0.32 thickness

ofthe film are - 6.6%, -- 2.9%, -- 13.9%, and - 17.7%

from that of the HACT device with no film overlay for the

ZnO, BaTiO> PbTiO3, and PZT film, respectively. Note

that the SAW velocity is changed only a little for the

BaTiO3 and ZnO film. Therefore it is expected that the
bandwidth of the ACT device with these films is not de-

creased severely because the maximum bandwidth is half

of the SAW clock frequency according to the Nyquist the-

orem ( fc = Vs^w/2)"
The value of K 2 versus film thickness is shown in Fig.

4. For the ZnO tihn, the value ofg 2 increases rapidly up to

the 0.1,,1. thick film, and reaches 0.8%--0.9% for the 0

0.52 thick film. For the other films, the va! ........

creases slightly for the 0-0.12 thick film, z_,. '.

peak at 2.41%, 1.50%, and 2.84% for tht' L..'.._ _:.....
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pling constant vs film thickness.
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BaTiO._, PbTiO_, and PZT film, respectively. Note that the
value of K _ of the HACT device with no film overlay is

calculated to be only 0.081%.

In order to compare the SAW potential, we assume an

ideal power transfer condition in which the impedance of
the IDT and that of the source are perfectly matched. We

chose the values of N and VT to be 100 finger pairs and 1V,

respeclively. Figures 5(.) a.d 5(h) sh,_w lltc calcuh=l¢'d

pntenti:d pn)file,_ of the films for the own- .n(I shorl-circuil

,urr.ce, rc_peclivcly. The film lhickne_ i_ ('lm_e. nrhi-

trarily to be 0.3Z. Note that the phase shifting term is
omitted to show the magnitude only. The location of the

GaAs well for the charge transport channel is denoted by

a square. It is seen that the channel potential is not pro-

FIG. 5. SAW potential profile of

0.3,,1.thick film: (a) for open-circuit

surface, (b) for short-circuit sur-

face.

portional to the value of/(' especially for the PbTiO_ film.
Note that the local maximum point of the SAW potential
is around the channel location for the ZnO film unlike for

the other films. This characteristic is held for the range

over the 0.3,t film thickness and it may help to confine the

charge in the ACT channel not only horizontallybut also

vertically.

The calculated channel potentials versus the film thick-

ness are shown in Figs. 6(a) and 6(h) for the open- and

_hort-circ.it ._t,rfaee, re_peclively. The channel potential of
the HACT device with no film overlay is drawn as that of

the zero film thickness. It is .=.eenthat the channel poten-

tials are increased dramatically as the film thickness in-

creases except for the PbTiO] film• From Fig. 6(b), it is
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• 1.0

• 1.5

1.4

1,3

1,1

C
(1) o.9

E 0.8

'_ 0.7

_r" O.e

0.4

0.3

O2

0,1

1.3

1.2

1.1

0.9
(g

°_

"" 0.8r-
G)

_, 0,7
0.8

(1)
r- o6
c
(0 0,4
r-

0.3

0.2

0.1

o
o

ZnO

.......... Ba'l'iO3

PbTiO 3

.......... PZT

la)

/
/"

/
/

/
i

i
i

/
/ ."

/ ,
/ ,'

p_

i

j ,, o"w ,

j./..."

' ' 0'. '
0 0.1 0.2 3 0.4

Film thickness in wavelengths

-. :::
" - ._.

.• . """"""""':.h,.,_..

#o ._...

0.5

ZnO

.......... BaTiO 3

PbTiO 3

.......... PZT

(b)

i
/

/"

f °°° .................. . ......

f °o'°

i o•°°°"

j °_"

./ • °

/ °°

i' o•'"

/' •#

• ,w

/ .," _i j//t/''''" """

// ,,'"

.#,f.."

._"' o° m .....

0.1 0.2 0.3 0.4 0.5

Film thickness in wavelengths

FIO. 6. Channel potential vs film
thickness: (e) for open-circuit sur-
face, (b) forshort-circuitsurface.

clearthatthechannelpotentialsfortheshort.circuitsur-
facearenotshortedoutforthefilmedstructureswhileitis

shortedoutfortheHAET architecturewithno filmover-

lay.ThisshowsthatthepresenceofthecomplicatedNDS

arraydoesnotcausetheseveredegradationofthecharge
transportproperties.Even thoughthelargestpotentialis

expectedinthePZT case,theZnO filmwillbe themost
suitablechoicebecauseitdoesnotrequirepoling.Thus,we

willpresentmore abouttheZnO film.The detailedSAW
potentialprofilesfortheZnO filmareshown inFigs.7(a)
and 7(b) fortheopen-and short-circuitsurface,respec-

tlvely.The decreaseof thechannelpotentialaroundthe
0.22thicknessshown inFig.6(b)isexplainedby thepro-

filesshown in Fig.7(b).Consideringthisfor both the

2140 J. Appl. Phys., Vol. 71, NO. 5, I March 1992

open- and short-circuited potential, we can expect that the
0.3-0.5,i thickness is the best choice for the ZnO film. For

this range, the open-circuited channel potential is shown to
increase the channel potential by a factor of 7-9 over what
it would be for the HACT architecture, and the short-

circuited one maintains the value of 73%-94% of the

open-circuited one.
Consider the ideal equivalent circuit of an IDT shown

in Fig. 8. One can obtain the values for the circuit elements
using the values of y_ and c, in the following equations

presented in Darts. 14These values can be used to design s

matching network of the IDT. The radiation conductance,

Ga, is given by

Y. Kim lind W. D. Hunt 2140



(.)

,

0.7

0.6

i O,S0,4

0.3

0.1

0.8

0.7

0.6

E
O.S

r-
O_

04
0
Q.

_ 0.3

CO
0.2

O.t

/

//..,-.,. _, '_.
,I • _. _ ........................

' Vo......',, " ............
-..,. , '_ ,.,

: :... " _ \

'%. "_

°.°. ",,..% ,_ '%

I I 1 T ( i T l I l l I ""]' ' I i

0 0.2 0.4 0.6 0.8 1 1.2 t .4

0.5kZnO/HACT

0.4 XZnO/HACT

0.3 XZnO/HACT

0.2), ZnO/HACT

0.1 ),ZnO/HACT

HACT

ACT channel location

I

1.e

Distance in wavelengths

; i

1.11

(b)

............ 0.5), ZnO/HACT

t '\
i _,.

_ "_.............

_ \ o

', _. "\

•,,. % "_.,

.............. _.,,, _",. N.
• . .......... ...._/_ _:,,.,,,.....

--T" - "1--_ i l i I i I i i i i i i i i i

0.2 0.4 0._ 0,8 1 1.2 1.4 t .(! 1,8 2

0.4 ), ZnO/HACT

0.3 ),ZnO/HACT

0.2 ),ZnO/HACT

0.1 ), ZnO/HACT

HACT

ACT channel location

Distance in wavelengths

FIO. 7. SAW potential profile vs ZnO

film thicknm: (a) for open-circuit =ur.

race, (b) for short-circuit surface.

2 W
Go= 21_1yoT.

Rs V_

v. .!,
FIG. 8. Ideal ¢quivalen! circuit model of an IDT.

=_Vr

The radiation susceptance, B=, is the Hilbert transform of

G=, and B= = 0 at the center frequency. The equivalent

capacitance, Cr, is given by

1 for solid-electrode IDTCr = oc,NW, o = 1.4 split-electrode IDT

The calculated Y0 and cs of the HACT architecture covered
with the ZnO film are shown in Fig. 9. The values for

GaAs (Ref. 14) are given here for comparison,
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FIG. 9. Calculated characteristic admit-

lance, 2(, snd equivalent di©lcctric con-

blunt, Ct, vs ZIIO ftlm thickn¢_,l,

Yoo_s = 3.1 mmho

c_u = 1.2 pF/cm.

IV. CONCLUSIONS

SAW velocity, K 2, and potential profile of the piezo-

electric films such as ZnO, BaTiO], PbTiO3, or PZT on top

of a GaA.s/AIGaAs HACT device have been investigated

using the Laguerre polynomial technique. Among these
films, the ZnO film would be the most suitable choice. The

effective characteristic admittance and dielectric constant

for the HACT architecture covered with the ZnO film have

also been calculated. It is found that the ZnO film of 0.3-

0.5_. thickness increases the open-circuited channel poten-

tial by a factor of 7-9 over the conventional HACT device
and it makes the short-circuited one maintain the value of

"/3%-94% of the open-circuited one.
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ZnO Films on {001 }-Cut (110)-Propagating
GaAs Substrates for Surface Acoustic

Wave Device Applications

Yoonkee Kim. William D. Hunt, Frederick S. Hickernell, Fellow, IEEE. Robert J. Higgins, and Cheng-Kuei Jen

Abstract--A potential application for piezoelectric films on
GaAs substrates is the monolithic integration of surface acons.

tic _ave [SAW} devices with GaAs electronics. Knowledge of
the SAVe properties of the layered structure is critical for the
optimum and accurate design of such devices. The acoustic

properties of ZnO films sputtered on {001 }-cut ,ll0i-propagating
Ga_s substrates are investigated in this article, including SAW
velocity, effective piezoelectric coupling constant, propagation
loss. diffraction, velocity surface, and reflectivit_ of shorted and
open metallic gratings. The measurements of these essential
SA_A properties for the frequency range between 180 and 360
MHz have been performed using a knife.edge laser probe for
film thicknesses over the range of 1.6-4 _m and with films of
different grain sizes. The high qualit_ of d¢ triode sputtered
films was observed as eridenced by high 1_'-'and Io_ attenuation.
The measurements of the velocity surface, _hich directly affects
the SAW diffraction, on the bare and metalized ZnO on SiO:
or SLN_ on {001}-cut GaAs samples are reported using two
different techniques: 1) knife-edge laser probe• 21 line-focus-beam
scanning acoustic microscope. It was found that near the (110_,
propagation direction, the focusing SAV( properly of the bare
GaAs changes into a nonfoeusing one for the layered structure,
but a reversed phenomenon exists near the (1001_ direction.
Furthermore, to some extent the diffraction of the substrate
can be controlled with the film thickness. The reflectivity of
shorted and open gratings are also analyzed and measured.
Zero reflectivit.v is observed for a shorted grating. There is good
agreement between the measured data and theoretical values.

I. INTRODUCTION

VER the past two decades, ZnO has been the most

frequently considered piezoelectric film for use for in-

creasing the piezoelectric coupling in cases of a weakly- (e.g.,
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GaAs) or nonpiezoelectric substrate [I]. The use of a ZnO
layer with a GaAs substrate will enable one to monolith-

ically integrate surface acoustic wave (SAW) devices with

GaAs electronics. Furthermore, such a structure will have

low dispersion due to the similarity of the SAW velocities of

both materials [2]. In this paper• the feasibility of ZnO films

deposited on GaAs substrates for SAW device applications
is investigated along with a detailed discussion about the

problems which occurred during the characterization of the
ZnO/GaAs structures.

Knowledge of SAW properties of the filmed structure is

crucial for the accurate design of SAW devices. Herein. the

experimentally determined fundamental SAW properties are

reported including velocity, effective piezoelectric coupling
constant /x 2. attenuation for the 1.6--4 ,um thicknesses of

c-oriented ZnO film over semi-insulating {O01}-cut _110)-

propagating GaAs substrates in the frequency range of
! 80-360 MHz.

Another critical acoustic property for the design of SAW
devices is diffraction of the surface acoustic wave. Diffrac-

tion in anisotropic media can generally be described by the

slowness surface or the velocity surface. The velocity surfaces

on free and metalized surfaces were measured using two
independenl techniques: I) knife-edge laser probe, 2) line-

focus-beam scanning acoustic microscope (LFBSAM). The
results from both-methods are compared with the theoretical
results.

Metallic gratings are basic elements required for the con-

struction of SAW devices. Analyzing the reflectivity and the
velocity change due to metallic gratings has been studied

since the invention of SAW devices; however, no research on

gratings on multilayered structures has been reported. Datta

and Hunsinger have analyzed the grating properties on a

single crystal by separating into the piezoelectric shorting and

the mechanical scattering due to the mass loading and the

stress [3]. In this paper, an extension of their technique to a

multilayered structure is presented. Experimental results for
a shorted and an open grating are compared with theoretical
calculations.

A passivation layer such as SiO2 [4],Si3N4 [5], or SiON

[6] between ZnO and GaAs might be required in order

to: I) passivate the structure and enhance the yield, and

2) prevent unwanted doping of GaAs by Zn during the
sputtering processes. The application of such a passivation

0885-3010/95504.00 © 1995 IEEE
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TABLE i

ZnO FILM DEPOSITION P_,RASlETERS

Sputtenn,, Meth_xl
Target

Target to Substrate

Background
Pressure
Substrate

Temperature

Gas

Power

Rate

RF .Mao-netron DC Triode

ceramic 6.5 inch dia. ceramic 4 inch dia.

1.5 inches 2.5 inches

8 mTorr 3 mTon"

350oC 250 a

82% .-M"18% tie 90% Ar 10% (1.2

400W 150W

4.6 t,m/hr 1.4 pm/hr

TABLE II

CONF1GL'RATION OF IDT's NUMBER OF FINGER PAirs .X" tS 505 For ALL IDTs

No. Type Nominal Measure Aperature ( tl ", )
j Wavelength Center Frequency {,, ml (,\,)

(,\,1 [vm] If, ) [.MHzl

1 split 16 175.0-182.2 80 5

2 solid 12 _:0,_-.40.6 100 8.3

3 solid 10 273.5-28"?.4 1(30 10

4 solid 8 33'..).0-356.8 80 10

Ii1. CHARACTERIZATION OF ACOUSTIC PROPERTIES

,,...

J

layer was obtained with a plasma-enhanced chemical vapor

deposition (PECVD) for SiO2 or Si3N._. The acoustic param-
eter differences with and without the passivation layer are

discussed. Theoretical calculations of SAW velocity and K 2 as

a function of film thickness were performed using the Laguerre

polynomial technique [7].

II. ZnO FILM GROWTH

c-axis oriented polycrystalline ZnO films were grown at

Motorola using both rf magnetron and dc triode sputtering

method on {001 }-cut GaAs wafers which were grown by the

liquid-encapsulated Czochralski (LEC) technique. The GaAs
wafers, which were chemically and mechanically polished on
both sides, were semi-insulating with resistivity >_ 107 f'/-cm,

and the surface normal direction was [ 100] + 0.1 °. The quality

of the film strongly depends on the fabrication conditions. The

typical deposition parameters used for the ZnO film are listed
in Table 1. The film thicknesses of 1.6, 2.8, and 4.0/lm have

been chosen to cover the range of 0.1--0.5 of the acoustic

wavelength, A. As a passivation layer, a 0.1 /_m PECVD SiO2

layer was deposited for the rf magnetron sputtered ZnO films

and a 0.2 ILm PECVD Si3N-t layer was deposited for the dc

triode sputtered films. The choice of a passivation layer was

made solely on the equipment availability.

The as-grown ZnO films were transparent with a very
smooth surface finish. The grain size of the ZnO films was 0.2

to 0.5 tim for the rf magnetron sputtered films, and no _ain

boundaries are visible under scanning electron microscope

(SEM) examination for the dc triode sputtered films indicating

the grain size was beyond the resolving power of the SEM.

From X-ray diffraction and atomic force microscope (AFM)
measurements, the grain size of the dc triode sputtered films

is 30 to 50 nm. The problem with these particular dc triode

sputtered films, however, is that a compressive stress is
induced in the substrate at the time the film is grown. The

induced stress is greater with the thicker films such that 2"

wafers are warped, making it difficult to process IDT's. Thus,

only the ZnO film thickness of 1.6 ltm was investigated for
the dc triode sputtered films. It has been previously reported
that a decrease in the internal compressive stress results in a

decrease in K 2 [8].
The orientation of the ZnO film was characterized using the

X-ray diffraction technique. The diffraction patterns showed
that all samples had strong c-axis texture: i.e.. there were no

ZnO peaks visible except those from the basal planes.

A. Velocit?,.', K 2, and Attenuation

A number of devices were fabricated using a standard lift-

off process on i.6, 2.8, and 4 l_m thicknesses of the ZnO

films. Employing one set of four IDT's with different center

frequencies enables the investigation of frequency characteris-

tics over the range of 180-360 MHz. The configuration of the
IDT's is listed in Table II. The values of the SAW wavelength,

X, in the table denote nominal values. Each IDT is unapodized

with metallization ratio (finger width to grating period) of

0.6. The apertures of the IDT's were chosen to facilitate the
measurement of lhe slowness surface on bare GaAs substrates

[91. Considering the nonacoustic resistivity of the IDT's [10],
the metal thickness was chosen to be 0.1 #m of AI/4% Cu

alloy. For ease of fabrication, the smallest dimension for the
devices was no less than 2 /_m; therefore, IDT no. I utilized

split finger electrodes while the others utilized the single finger

configuration. Acoustic absorber was applied at both ends
of the device in order to prevent SAW reflections from the

edges.
The value of ,_ is inferred from the periodicity of the IDT

electrodes, and the SAW velocity. 'vs._,xv. in the 1DT region

may be obtained to first order by the relation, vsAw = f,.A,

where f_. represents the center frequency. The value of the
nominal ,_within the free ZnO/GaAs surface region is different

and is measured directly by using a technique such as the

laser probe system. The measured values of f,- are shown in
Table I1, and the variation of f,. is due to the fact that vs._,w

is dispersive depending upon the ZnO film thickness as well

as the passivation layer.
A knife-edge laser probe system was used to measure SAW

properties. The use of the laser probe system and the scheme
for the longitudinal and transverse scans has been described

in [! I] and [12] and will not be discussed here. In this study,

the signal to noise ratio of the laser probe was typically 40-50
dB, and a 3 #m diameter laser spot was used. From several
devices on each substrate, the best device was chosen for

the experiments. The SAW velocity measured with the knife-
edge laser probe is shown in Fig. 1 along with the theoretical

values. The velocity dispersion is plotted as a function of

wavelength-normalized film thickness. The theoretical values
were calculated with the value of A set to 10 t_m. The material

constants in the calculation were those given by Slobodnik

[131 and Hickerneil [5].
The maximum difference between the SAW' velocities of the

free surface (measured with the laser probe) and in the IDT

ii
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Fig I. SAW velocity measured by a knife-edge laser probe on the metalized
surface: (a_ RF magnetron spunered film. (bl DC triode sputlered film.

area, from the center frequency measurements, was 0.3%. The

maximum velocity deviations caused by the passivation layer

were 0.6 and 1.6% for SiO:_ and Si 3N4, respectively, and these

figures agree well with the values from the center frequency

measurements. The accuracy of the velocity measurement

is approximately 0.3%. The detailed discussion about the

accuracy can be found in Bright, Kim. and Hunt [14] and

will not be reproduced here.

In using the laser probe, difficulty in making the free surface

measurements was experienced due to the multiple reflections

of the laser beam between the film-substrate interface and

the air-film. For three film structures (2.8 and 4.0 Itm rf

magnetron sputtered ZnO and 1.6 I_m dc triode sputtered

ZnO/0.2 /tm Si:_N._). no appreciable energy from the laser

beam was reflected from the free surface areas which is similar

to what happens with antireflection coatings in optics. This

made probing impossible. For this reason, the velocity shown

in Fig. ! is the measured data on the metalized surface as

well as the theoretical value on short-circuit surface. More

detailed analysis about this multiple reflection can be found in

the previous article [151.

The effective piezoelectric coupling constant K -2 is gener-

ally obtained b_ a measurement of the relative shift in velocity

1.o

o.8

"-" 0.6
e,,i

v'
0.4

0.2

_O

O A
O

D

O 1.6 _m (1l

A 1.6 _ 12)

O 2.8_ (2)
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• 1.6_ (31

-- Theory

%'.o' o'., o',
Film Thickness [Wavelengths]

(1) RF magnetron

(2) RF magnetron with 0.1 /,'m SiO 2

(3) DC triode

Fig 2. Piezoelectric coupling constant I(-'.

0.6

between open- and massless short-circuit surface as follows,

_-2 = 2 X --I''° -- _'_" 11)

"t !o

where ro and _._ are the open- and short-circuit velocit),

respectively. For the measurement of r,, a metal pad was

fabricated on one side of the IDT's to short out the electric field

on the surface while the other side of the IDT was left as a free

surface. In order to reduce the mass loading of the metal pad.

it was fabricated with 25 nm thickness of A1/4% Cu alloy. In

spite of the finite thickness of the pad, its mass loading would

be negligible because its thickness is only 0.0016--0.0031 of

A (16 to 8 ltm) and it has a very slight effect compared to

the piezoelectric effect [i I]. This assumption was confirmed

by a theoretical calculation using the Laguerre polynomial

technique [7]. The velocity change due to the mass loading

was calculated to be at most 0.015% which is much less than

the expected value of K 2 for the ZnO/GaAs structure.

The value of K 2 calculated by using (I) is shown in Fig. 2

as a function of normalized film thickness. The data points

represent average values obtained from several measurements.

It is seen that the value of K _ for the dc triode sputtered film is

about 1.7 times larger than that of the rf magnetron sputtered

films as expected from the grain size of the film. The measured

value is 40-80% of the theoretical one. which is comparable

to Hickernell's observations on the other substrates [I]. This

value is still approximately 5.7-10.8 times larger than the

typical value for bare GaAs (0.07oh).

Acoustic propagation loss (attenuation) is also a crucial

parameter in device applications of piezoelectric films. The

attenuation of the SAW can be measured by comparing the

energy contained in the wave of two different transverse scans,

separated by some distance d. The energ} is proportional

to the value obtained by integrating the squared magnitude

of the beam profile IUI-_along the transverse direction. The

scan length should be made long enough to include the entire

energy since the beam spreads out due to diffraction. Thus,
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the attenuation t_ is given by

,t = l(I log _ IU i"-_'r i ( v---°

_,here &,t" is a step size for the scan. It should be noted that this
attenuation includes not only 1) so-called viscous loss due to

interaction with thermally excited elastic waves, 2) scattering

by cry,stailine defects, impurities, and surface roughness, and
3) air loading but also the losses due to diffraction and the

leaky nature of the wave on GaAs [16]. The effects of loss
due to interaction with electrons should be negligible because

of the high resistivity of the substrate.

The propagation loss shown in Fig. 3 was observed in

the frequency range of 230-290 MHz. by comparing several
transverse scans on the metalized surface with the distance of

about 200,\ and averaging the measured values. In fact. the

diffraction was relatively large compared to that of bare GaAs
due to the characteristic of the ZnO film to be discussed in

the next section and the narrow aperture of the IDT (W =

8.3 or 10 A). With greater diffraction, more SAW energy
can be lost to bulk shear since SAW propagation on this cut

and propagation direction of GaAs is a leaky SAW mode.

Employing an IDT with a wider aperture may reduce the value

of the propagation loss in the measurement. Nevertheless, the

narrow aperture was used in order to obtain enough diffraction
for the velocity surface measurements to be discussed in the

next section.

In the laser probe system, the output signal of the laser

probe, which is detected with a photodiode, is filtered into dc
and rf components. The dc component signifies the reflectivity

of the sample under test. and the rf component is related

to the normal component of the SAW particle displacement.

While only the phase information of the rf component is
required for the velocity measurement, its magnitude is used
for the attenuation measurement. Since the magnitude of

the rf component is proportional to the dc component, it is

normalized by the dc value I _t,- The accuracy of the magnitude

measurement depends on, among other things, the flatness
of the surface• However, the sample is not perfectly fiat,

resulting in a slight defocus of the laser probe spot and a
variation in _]_; thus, precise measurement of attenuation is

very difficult. Furthermore, due to the diffraction loss of the
IDT, the maximum deviation of the attenuation measurement

was up to a few tenths of a dB/its depending on the scan
distance.

The measured data shows that the 1.6 #m dc trio desputtered

film with the passivation layer had the lowest loss and the

4 /am rf magnetron sputtered film without the passivation

layer the highest attenuation, which is comparable to what has

previously been reported [1], [171. The passivation layer had
a noticeable effect on both sputtered films---especially for the

rf magnetron sputtered ones. The reduction in the attenuation

is perhaps due to the fact that the passivation layer provides a

better platform for the film growth by compensating for stress
differences between the film and the substrate [2]. In spite of

the diffraction loss, it should be noted that the lowest value

of attenuation for the films is not severely worse than that of

bare GaAs substrate, which has the values of 0.323 and 0.567

dB//ts, for 200 and 300 MHz. respectively [18].
The ZnO/GaAs structures may not have suitable tempera-

ture stability required for some applications due to positive

temperature coefficient delays (TCD's) of both bulk ZnO (35

pprn/°C) and GaAs (50 ppm/°C). However, since the passiva-
tion layer of SiO2 (-70 ppm/°C) has a strong negative TCD,

improvement of the temperature stability may be achieved by

adjusting the passivation layer thickness [2]. An experimental
compensation of TCD of GaAs was reported by using a

Au/SiO2 film [19]. No measurements of the temperature
characteristics have been attempted in this research.

B. Veloci_ Surface

1) Knife-Edge Laser Probe Measurements: The substrates

investigated for the velocity surface were !.6. 2.8.and 4.0 #m

rf magnetron sputtered ZnO films with 0.1 /_m thick SiO2

passivation layer and 1.6 #m dc triode sputtered ones with
and without 0.2 ltm thick Si3N ._ passivation when A was 12

/_ m. The typical transverse scan data measured on the free
surface of 1.6 iLm dc triode sputtered ZnO/GaAs and bare

GaAs are shown in Fig. 4(a) and (b), respectively, v,here the

SAW propagation is along the /110) direction of GaAs. The

two transverse scans were separated by a distance of 200,\.
Note that the acoustic diffraction with the ZnO film shown in

Fig. 4(a) is much larger than that of bare GaAs, which clearly

shows a focusing beam profile in Fig. 4(b). Thus, the velocity
surfaces of these structures are investigated theoretically and

experimentally to explain the difference in the diffraction•
The theoretical velocity curves of the ZnO film with a 0.1 t_m

SiO2 passivation layer are shown in Fig. 5(a) as a function
of the ZnO film thickness normalized to A. The propagation

directions are centered about the (110) axis. Note that the SAW

velocity curves for the ZnO film thickness of 0.13. 0.23, and
0.33A on GaAs are concave upward, and this is in contrast with

that of the concave downward curvature for bare GaAs. The

concave downward and upward curvature infer, respectively.
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Fig, 5. Theoretical velocity surfaces obtained using Laguerre polynomial
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by,\ = 12 ym (a) Effect of ZnO film thickness with a 0.1 pm SiO,z
passivation layer. (b) Effect of passivatmn for 0.I3A thick ZnO film.

focusing and nonfocusing behavior, and support the diffraction

shown in Fig. 4.

The effect of the passivation layer with 0.1 /_m thick SiO

2 or 0.2 pm thick Si3N._ is shown along with nonpassivated

structures in Fig. 5(b) for the ZnO thickness of 1.6/zm. Since

the passivation layer is treated as an isotropic media like the

c-oriented ZnO film, its presence is not expected to affect the

shape of the curve, but shifts the entire curve slightly toward

faster values. Considering the fast SAW velocities of single

SiO2 and Si:_N4, one can easily expect that the curve would

shift upward as the thickness of the passivation layer increases

as long as the energy is trapped at the surface.

Applying angular spectrum of plane waves (ASPW) theory

to the transverse scans produced velocity surfaces shown in

Fig. 6. The usage of the laser probe system for the ASPW

theory has been described in detail in Hunt and Hunsinger

[20]. Note that there is close agreement between Figs. 5 and

6.

The analysis of the velocity curve in terms of an anisotropy

parameter gives an immediate insight into the diffraction of

a propagating SAW. Using a parabolic approximation, the

velocity of the pure mode direction ((! 10) of GaAs) can be

expressed as

v(O) = %(1 - bO °-) (3)

where Vo is the velocity at 0 = 0, 0 is an angle off the pure

mode direction in radian, and b is the anisotropy parameter.

The beam is spreading for b < 0 and focusing for b > 0

comparing to the isotropic case, b = 0 [21]. As shown in

Fig. 5, the parabolic approximation for the 0.33A thick ZnO

film is not appropriate since the curvature is almost flat (i.e.,

isotropic) near the zero angle. Therefore, the values of b for the

0.13 and 0.23A thickness were obtained from a least-square's

curve fitting and are listed in Table I11 for the comparison

between the theory and the experiment.

The inversion of the velocity curves was investigated nu-

merically for the other materials• We arbitrarily chose GaAs,

GaP, InAs, and lnP since the)' are substrates with cubic

symmetry, and AIN and ZnO as the piezoelectric film both

of which have hexagonal symmetry. Material constants were

available from Auld [22]. The inversion was observed for all

of the combinations; e.g.. it occurred at 0.05A thick ZnO or

0.03A thick AIN both on GaAs. The curves became flat as the

film thickness was increased due to the isotropic characteristic

of the films• In addition, SAW modes exist only for relatively

-- 11 _.= _ = -I
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Fi_. 6. Experimental velocity surfaces obtained applying ASPW theory, to
trans_,erse scans. Numbers indicate the thicknesses of the ZnO film normalize

by ,\ = 12 l_m. (a) ElIect of ZnO film thickness with a 0.1ttm SiO.,

passivation layer. (b) Effect of passivation for 0.13,\ {1.6/_ml thick ZnO film.

thin films of AtN due to its much faster velocity (5608

m/s) than those of the substrates (1990-3540 m/s); e.g., for
0.11A or less thickness of AIN on GaAs. For comparison,

the velocity curve was also calculated for an isotropic film
such as fused silica (3411 m/s) on GaAs, but in this case the

inversion did not occur. The calculation results suggest that

both the hexagonal films rAIN and ZnO) cause the inversion

of the velocity surface in a cubic material for the cases

mentioned above. This indicates that it is possible to control

the diffraction of the substrate with proper selection of film

thickness.
2) Line-Focus-Beam Scanning Acoustic Microscope Mea-

surements: Again, Fig. 5(a) indicates that the velocity surface
inversion occurs about the (110) direction when the c-oriented

ZnO film is deposited on a {001} -cut GaAs wafer. Our
theoretical calculations also reveal that the reverse situation

appears if the propagation is along another pure mode axis

(100) direction. In order to evaluate this prediction and allow
the measurement of acoustic properties along nonpiezoelectric

directions, velocity measurements using a Line-Focus-Beam

scanning acoustic microscope (LFBSAM) [23] operating at
225 MHz were performed. The technique to deduce the

velocity is the so-called V(:) analysis which has been reported

in detail in [23]. Due to the requirement of the water coupling
between the SAM lens and the sample, the velocity measured

is associated with leaky waves for which the waves leak

their energy into the water. Thus, the measured velocity

due to the water loading is slightly different from the one

measured by the laser probe. The mass loading of the wa-
ter is included in the V(z) analysis. The LFBSAM can

also measure both leaky SAW and pseudo SAW [23] which

can exist in a {001}-cut cubic cD'stal. The advantage of
this method is the ability to measure the velocity profile

in 360 degrees. However, the spatial resolution is limited

(in this case an area of 300 _tm by 1000 /_m) because

of the defocussing requirements [23]. For the bare {001}-

cut GaAs. both leaky SAW and pseudo SAW profiles were

reported [241.
Fig. 7(a) shows the measured velocity surfaces for the 0

(bare).l.6, 2.8, and 4.0 Hm ZnO film on {001}-cut GaAs.

It is seen that the ZnO films change the focusing behavior

about the (110) direction into the nonfocusing one and the

reverse inversions appear about the (100) direction. These

results support our theoretical results and our laser probe
measurements. Effects of the passivation layer 10.1 l_m SiO2

or 0.2 #m Si:_N_) for 1.6 /zm ZnO and {O01t-cut GaAs

on the velocity surface are provided in Fig 7(b), and they

also agree with the results obtained using the laser probe.
Note that Fig. 7(a) and (b) are solely used to demonstrate the

leaky SAW behavior about the (110) and (I00),directions, the
details of their behavior farther away from these angles are

not shown.

Experimental velocity surfaces with and without the metal-

lization pad for small deviations about the (110! direction are

given in Fig. 8. Because the velocity measurement accuracy
performed by LFBSAM is better than ±0.02%. in principle
these data can be used to deduce the value of K -_.Recently, the

V(z) analysis of LFBSAM measurements for a multilayered
anisotropic structure has been reported [25]. However. due
to a lack of understanding of the dielectric loading of the

piezoelectric effect by the water, measurements of K _ can

not be carried out at present. On the other hand. the water
is distilled and deionized to have a resistivity of 10 r _. The

conductivity effect of the water is mingled with its dielectric
effect because the characteristic electromagnetic impedance
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is equal to the root square of the permeability over the

permittivity.

IV. REFLECTION PROPERTIES OF METALLIC GRATINGS

An exact theoretical analysis of the reflection properties

is extremely difficult. The reflectivity and velocity shift of

metal gratings on a single crystal can be analyzed by using

Datta and Hunsinger's technique [3] if the metal thickness

is small compared to the SAW wavelength. Considering that

the metallic gratings effect the surface, Datta and Hunsinger's

theory developed for a single material can be directly applied

to a multilayered substrate by obtaining effective material

constants of a single material equivalent to a multilayered

substrate. The effective constants c, SS may be obtained by in-

tegrating multilayered material constants weighted ,_'ith SAW

energy distribution and normalized by the energy as follows.

.f. d:_ ,.(._ >l'(.v)
+:,ss =

] d:q P(!/)
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Fig 8. Velocity surfaces measured by LFBSAM for small deviations

about(ll0) direction. Numbers indicate the thicknesses of the ZnO film
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(b) Effect of passivation fort.6 pm thick ZnO film.

where c(y) is a constant of the multilayered material tensor

and P(y) is the energy distribution as a function of the depth

y. Since the substrate is piezoelectric, the mechanical, electro-

mechanical, and electrical energy distribution are utilized for

stiffness, piezoelectric, and permittivity tensor, respectively.
The detailed expression for the energy distribution is available

from the Laguerre polynomial technique [7] and is not re-

produced here. The validity of using the effective constants
may be checked by comparing between the SAW velocity

of ZnO/GaAs and that of the equivalent single material as

is shown in Fig. 9. The maximum difference between both
velocities is 0.009.

The reflectivity of gratings can be divided into two com-

ponents: the piezoelectric and the mechanical. The former

depends on the piezoelectric coupling constant K e, and the
latter depends on the thickness h of the metal in wavelength

A. The reflectivity r of a metal strip with a metallization ratio

r! at a frequency f can be given by

r = j P--(_I) "7- + F: sin f---_ I5)

where fo is the center frequency. P is the piezoelectric
scattering coefficient, and F: is the first order mechanical
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scattering coefficient. _ is the same for all substrate-electrode
combinations and depends only on the metallization ratio. On

the other hand. F': depends only on the substrate and electrode

materials and is independent of the metallization ratio. More

detailed explanation about these parameters can be found in

Hunsinger [31.
The value of/": at fo is given as a function of 0 by using

the Legendre function [3]. It is to be -0.75 when the value
of rl is 0.5. Fig. 10 shows the calculated values of K 2 and

F_- for an aluminum grating with ¼A v,idth and JA spacing

(the same geometry for solid finger interdigital transducers
(IDT's)) on ZNO/0.25 #m Si 3N4/GaAs as a function of ZnO

film thickness. As shown in Fig. 10, the value of K 2 increases

from 0.07% (GaAs) to 1.0% (ZnO). and that of F: decreases

from 0.9 (Ga.As) to 0.2 (ZnO) as the film thickness increases.

Thus, it is possible for the piezoelectric scattering and the
mechanical scattering to cancel each other due to their opposite

signs. This zero reflectivity can not only reduce triple transit
interference ('lq'l) of IDT's for some filter applications but also

allows the use of a single finger IDT instead of a split finger

IDT. thus increasing the frequency range of easily fabricated

devices.
In order to verify this remarkable theoretical expectation, a

set of characterization devices shown in Fig. il was designed

to measure the effect of the gratings. The ZnO films were

grown by dc sputtering method with thicknesses of 0.8 and 1.6

/,m with a 0.25 /=m PECVD grown Si3Na passivation layer.

The probe IDT's are 100A wide where A is 16 #m with a
center frequency around 180 MHz. Each of the probe IDT's is

20A tong, and split finger electrodes are employed in order to
reduce internal refections. Both shorted and open gratings with

the width of 108A are investigated, and each of the gratings

consists of 200 strips with 1A width and ¼A spacing. The
distance from the center of the front two IDT electrodes with

same polarity to the edge of the shorted grating is designed

to be (1/2n + 1/4)A and l/2nA, where rt is an integer, to
measure the sign of the reflectivity since the phase construction

of a standing wave occurs at the distance of (1/2rz + 1/4)A

for a negative sign of reflectivity and 1/2)tA for a positive

one [27].
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Fig. 10. Piezoelectriccoupling I_"2 and first order mechanicalscattering
coefficient F: of aluminum gratings on ZnO/0.25 /sinSieN_/GaAs.

IDT 2 GRATING IDT 3

Fig. I1. Device configuration for reflecti,,ity measurements.

The properties of open gratings were also investigated along
with the shorted gratings. Unlike the shorted gratings, the SAW

regeneration from the open grating should be considered in
the analysis. At the center frequency, the reflectivity, r_,. of

an open metal strip with the metallization ratio of 0.5 is given

as [27]

ro = r + j0.64K 2". (6)

Due to this regeneration, the reflectivity of the open gratings

always retains a positive value with a larger magnitude than
that of the shorted gratings; thus, the open gratings may

be suitable for reflectors or resonators, for which a strong

reflectivity is desirable.
The identical IDT probes with free and metalized surface

with al20A wide and 200A long metal pad instead of the ,

gratings were also fabricated to calibrate the measured data.
Moreover, from these calibration sets, the SAW properties of

velocity, K 2, and attenuation for the ZnO/GaAs substrates
were also characterized. Three different thicknesses of the "

aluminum gratings were deposited with an _-beam evapora-
tor. The measurements using a surface profile measurement

apparatus showed they were 40. 80. and t20 nm, which-
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corresponded to 0.25, 0.50, and 0.75% of A, respectively.

The measurements were performed vdth an HP8753C network

analyzer with a time-gating feature.

The velocities for the 0.8 l_m and 1.6/_m ZnO thicknesses

were 2928 m/see and 2912 m/sec, respectively, from the center
frequency measurements. The value of K -2 was also obtained

by comparing the difference of the time delay from the IDT
1 and 2 to the IDT ! and 3 between the free surface and the

metalized surface, it was 0.73% and 1.1%. respectively, but

their accuracies may be degraded by the inaccurate value for

the free surface velocity obtained from the center frequency

measurements due to the velocity shift under the IDT's. More

accurate measurement using the laser probe or the LFBSAM

was not attempted for these substrates, but the measurements

for the other substrates are already discussed in the previous

section. The propagation loss was also measured by comparing

insertion loss of the IDT i and 2 pair and that of the IDT I and

3 pair with a similar manner described in Melloch and Wagers

[18]. Note that the loss due to diffraction is not considered in

this technique. The loss of the 0.8 /tin and !.6 /_m thickness

was obtained to be 0.7 dB/its and 0.8 dB/its on the metal pad,

and 2.6 dB//ls and 3.6 dB/ltS on the free surface, respectively.

This difference between the free surface and the metal pad is

due to the large diffraction of the ZnO/GaAs. The 120A wide

metal pad must act as a waveguide to confine the acoustic

energy and reduce the insertion loss, resulting in the reduction

of the propagation loss. Note that the results coincide well with

the measurements by the laser probe, which are discussed in

the previous section.

Fig. 12 shows typical unmatched frequency response be-

tween the IDT 1 and 2 pair for the two shorted gratings (as
mentioned before, the difference of their distance from the IDT

! is ]A) with the same metal thickness. Note that the phase

construction and destruction are clearly shown about fo. The

reflectivity of the grating was obtained using the time gating

technique described in Wright [28]. Comparing the response

of the IDT I and 2 pair with the grating to that without gives a

total reflectivity of the gratings assuming the distance between

the IDT I and the grating is exactly correct for the total phase

construction and destruction. Note that the propagation loss is

negligible. The reflectivity of each electrode of the grating is

given by [27]

Irl = tanh -1 (R)/N (7)

where R is the total reflectivity and N is the number of the
electrodes.

Fig. 13(a) and (b) show the measured data and theoretical

calculation for the reflectivity of an electrode in the shorted

and the open grating at f,, as a function of the metal thickness

normalized in A. Prior work concerning gratings on GaAs can
be found in the literature [29]. The value of/x "2 was assumed to

be 70% of the theoretical value based upon the measurements

presented in the previous section. From the theoretical data,

it is seen that for the shorted gratings the positive reflectivity

on bare GaAs decreases, and eventually it becomes negative.

The change in the reflectivity of the open gratings with film
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Fig. 12. Typical frequency response of two shorted gratings with the same

metal thickness showing phase construction and destruction.

thickness is not so drastic as for the shorted gratings. On

the other hand, the reflectivity on bare GaAs at fo is given

by 1.1h/A, and its value has a marginal difference between

the shorted and the open gratings due to the very weakly

piezoelectric regeneration. From the measurements, it should

be noted that the sign of the reflectivity changes depending

upon the metal thickness and zero reflectivity occurs at the
metal thickness of 0.50% ,_ for 0.1 _ (1.6 l_m) thickness of

the ZnO film for the shorted grating while the reflectivity for

the open grating is always positive. The measured data shows

relatively good agreement with the theoretical prediction. The
difference between the theory and the measurements may be
due to the inaccurate effective material constants as well as the

variation in the uniformit) of the film and the metal thickness
over the entire surface.

The measurement of velocity shift of the grating was

attempted from the shift of the center frequency of the grating

only response, f_,_. The shift of fou depending upon the metal
thickness was not noticeable for both ZnO films, but the

frequency shift between the shorted and the open grating was
observed with the value of 0.05-0.25 MHz. It is known that the

regeneration of SAW from the open grating causes an increase

in the velocity by 0.25K 2 at _1= 0.5 [27]; thus, the measured

values are comparable to the calculated ones of 0.18 MHz and

0.25 MHz for 0.8/tm and 1.6 pm thickness of the ZnO film,

respectively.

V. SUMMARY

Theoretical and experimental data have been provided for

the design of ZnO/GaAs based SAW devices, which may have

the potential application for the monolithic integration of SAW

and electronic devices. An analytical tool for SAW properties

of a piezoelectric thin film was developed in this stud)', and

its accuracy was verified with the experimental results of
ZnO/GaAs substrates.

The SAW properties of both rf magnetron and dc triode sput-

tered ZnO films on {001 }-cut (i 10)-propagating GaAs have
been measured and compared to theoretical calculations. The

passivation layer improves the ZnO film quality appreciably

for both sputtering methods by reducing the propagation loss
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0.5-1.3 dB/ #s at 240 MHz depending upon the ZnO film

thickness. The best quality of film observed has been 1.6 #m

dc triode sputtered ZnO film with 0.2 _m Si3N4, for which

the propagation loss was 0.9-1.0 dB/l_s at 240-280 MHz. Its

value of K 2 would be larger than that of the film without the

passivation layer, 0.65-0.75%. Compared with bare GaAs, this

particular film substrate has approximately 0.6% lower SAW

velocity, at least l0 times larger K _, and 0.6 dB/ #s more

propagation loss.

The velocity surfaces of the ZnO/GaAs substrates have been

measured using a knife-edge laser probe and a LFBSAM and

have been theoretically predicted, It is found that for certain

thicknesses of ZnO film the velocity surfaces about the (110)

direction are concave upward in contrast with the concave

downward curvature of the bare GaAs. This causes the SAW

to diffract as soon as it leaves the transducer. It is also'found

theoretically that a c-axis oriented hexagonal film such as AIN

and ZnO can be utilized to control the diffraction of a cubic

substrate such as GaAs, GaP, lnAs, and InP by varying the

film thickness.

The reflectivity of shorted and open metal gratings has

been analyzed and measured. The analysis showed that zero

reflectivity could be obtained by a combination of the ZnO

film and the metal thickness and the metallization ratio.

Experimentally, zero reflectivity at the center frequency was

observed at 0.5% A thickness of a shorted aluminum grating

with _lA width and _1A spacing on 1.6/_m thick ZnO film with

0.25 /=m thick Si:_Na passivation layer over GaAs.
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5.3 An Ultra-low power ACT Device:

In this section we describe the work done to develop an ACT device which would not

have an IDT at all but would instead have an acoustic ring oscillator comprised of two banks of

slanted reflectors, similar to the arrays for Reflective Array Compressors, and an acoustoelectric

amplifier and an ACT device. This approach would allow for a single channel ACT device to

operate at a power consumption of about 10roW with a 2Volt bias. If there are efforts in the

future to revive ACT technology, this would be the best approach as it overcomes virtually all of

the technology's shortcomings which have kept it out of commercial systems. This work is

described in the attached paper:

Cameron, T.P. and Hunt, W.D., "Slanted Reflection Gratings on Gallium Arsenide,"

Journal of Applied Physics, vol. 84, no. 4, pp. 2214-2218, August 1998.
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Slanted Reflection Gratings on Gallium Arsenide
by

Thomas P. Cameron and William D. Hunt

School of Electrical and Computer Engineering; and The Microelectronics Research Center

Georgia Institute of Technology, Atlanta, Georgia 30332

Abstract

In this paper we present the first experimental study of

the behavior of a slanted reflector array on {100}--cut,

<110>-propagating GaAs. The thorough examination

of both AI gripes and grooves on GaAs unveiled

previously unknog_ information about the behavior of

slanted gratings on {100}..cut GaAs. We discovered

that etched grooves provide a strong reflection

coefficient (C=0.29) while AI stripes do not (C =
0.014). These data measurements of the reflection

characteri.--tics for slanted gratings on GaAs. Potential

device applications include an ultra-low power ACT
device which does not require an IDT.

I. INTRODUCTION

Arrays of acoustic reflectors on surface acoustic

wave (SAW) devices have been well studied and many
applications have been derived from the use of both

normal and oblique incidence reflectors, including a

whole range of low-loss SAW filters and resonators,

and reflective array compressors (R.ACs). The low-loss

filters and resonators have been primarily based on
normal incidence reflections. The RAC devices have

primarily been based on oblique incidence reflections

from a pair of slanted mirror-image reflector banks and

it is this bpe of reflector array which is the subject of

this paper. Although 90° reflectors have been well

studied for the more common piezoelectric substrates

such as quartz and LiNbO_ [1], to the best of the

authors' knowledge there exists no previous
experimental study on the behavior of slanted reflectors

on GaAs. The primary technological motivation for this

work gas to develop an efficient reflector which could

be used as a key component in a acoustic ring oscillator

(ARO) for an Acoustic Charge Transport (ACT)

device [2]. It is possible that with a pair of reflector

banks and an acoustoelectdc amplifier section, an ARO

can be achieved such that sufficient potential for charge

transport can be achieved with only a few volts DC

applied to the acoustoelectrie amplifier section. For this
AgO, there would be no need for an IDT which has

consumed so much RF power and precious real estate
in previous ACT device architectures. The reflector

banks not only circulate the energy around the loop, but

also define the operating frequency of the oscillator and

the bandwidth of the loop. In order to design an

efficient loop, it was first necessary to understand the

operation of slanted 90* reflectors on GaAs.

It has been demonstrated experimentally in this

paper, that the generation of bulk modes using grooves

on GaAs appears to be nonexistent, and efficient, lob"

loss reflectors on GaAs can be readily achieved.
We begin with the theory of slanted reflectors.

Approximations are made which enable the reflection

coefficients for single steps to be experimentally

determined. The test structures used in this study are

then briefly described and the experiments to determine

the reflection coefficients are described. As a result, the

reflection coefficients for a single step discontinuity for

an AI stripe and a groove are experimentally
determined.

II. THEORY

The operation of slanted reflector gratings is

illustrated in Figure 1. The SAW is launched by the

IDT at the top left. The SAW is partially reflected by

each stripe through 90 ° to the bottom track g_ere the

same process takes place to direct the SAW to the IDT

at the bottom left. The predominant attributes of the

array are the stripe period, p,, and the stripe width, a,,

and the height of the step, h. These values not only set
the synchronous frequency of the array, but also the

efficiency of the reflection process.

The angle, _, of the slanted reflectors must be set

individually for a given cut of a material to reflect the

waves at 90 degrees. For anisotropic substrates _ is

generally not 45* but because CmAs is a cubic material

the velocity for the incident and reflected gaves in the

grating are equal. Further the temperature
characteristics for the wave are invariant under 90*

rotations in the {001}-plane, hence the appropriate

value for ¢ is 45* and the optimum angle should not

change considerably with temperature.

For the reflection of a wave of amplitude A on a

single groove, the reflection coefficients for an up step

0-7803-4153-8'97/$ !0.00 © 1997 IEEE 1997 IEEE ULTRASONICS SYMPOSIUM -- 11



F., a down step Fd and the transmission coeffÉcient _,

for either step are from [1]

F. =r-j B (1)
A

(2)r, --

r2 (3)"C= 1 -'_"

where r has been defined as the impedance

discontinuity, which is proportional to the step height,
II

^

i.e. r = C n, B is the energy storage term proportional

to the square of the step height, i ej_._- = c'(h) 2 where

X is the acoustic wavelength, and C and C' are the first

and second order coefficients of mechanical scattering

which we will determined experimentally.

The reflection coefficient for a groove, F, can be
derived by following the path of the wave and using

equations (1), (2) and (3). When the terms of order

(h/k)' are neglected, then Fs was expressed as [1]

B cos 0) (4)Fg = -2je-S°(r sin 0 +

where

O = + B.B_ (5)
2 2

and k is the wavenumber in the z direction. For the case

for our experiments a, = L/2, so 0 becomes:

X B (6)

Now, forthe metalthicknessunderconsideration(h/X

<0,04),itcan be assumed that_-<< -2'so 0 istaken

as _/2, making the magnitude of F,
II',l= 2r (7)

In the case where a, = _., then 0 = x, which leads to
M

Ir, I (s)
Equations (7) and (8) allow approximate values of C

and C' to be determined experimentally by using

gratings with widths of g/2 and X respectively. An

experiment, conducted for grooves on Y-Z LiNbO 3

by Melngailis and Li [4], showed a significant

difference in constants for normal and oblique
incidence. Hence, the values predicted for normal

incidence cannot generally be applied to the oblique

case, which supports the findings of this paper.
III. EXPERIMENTAL RESULTS

A. Test Structure

Because the maximum reflection from an oblique

grating is attained for a, = k/2 [5], we set out to

determine the value of the impedance mismatch, r, for

45 degree grooves and AI stripes on GaAs. We

designed a number of devices illustrated schematically

in Figure !. The test structure consisted of three IDTs
and two reflector banks in between. The SAW was

launched by the IDT at the upper left. The transmission

through the reflector (T31) was measured by the IDT at

the right, and the reflection from the pair of reflector

banks (T21) was measured by the IDT at the bottom

left. An alternative technique would have been to have

only one refector bank and a large IDT rotated 90

degrees on the bottom. However, the structure we

utilized more closely matches the reflector structure to

be used in a ring oscillator, and hence provided more

useful information in this case. Due to reciprocity., it

was assumed that the responses of the gratings were

identical, allowing the refection coefficient of a single
reflector bank to be deduced from the measurement.

Ten different test structures were included on

mask set AE3.The IDTs on these devices were split

finger IDTs with a finger width of 1.5 _m, designed to

operate at about 238.5 MHz. The split finger IDT gas

chosen because it produces no appreciable internal
reflections which could interfere with the measurement

of the grating characteristics. The reflector banks all

had a stripe and gap width of 6pro in the direction of

propagation, corresponding to a, = k/2.

All stripes were inclined 45*. There were two sets

of 5 reflectors with lengths varying from 200 to 1000

stripes, one set with open stripes and one set v,Sth all

the stripes shorted. The IDTs and reflectors were laid

out on two different plates, so that the metal tb_ickness

of the two structures could be different, and so that

grooves could be investigated using the same mask set.

B.Reflection Coefficient for AI Stripes
Several sets of devices were fabricated for this

experiment on 2 inch semi-insulating (SI) {001}-cut,

<110>-propagating C_mAs wafers. The first experiment

performed was on Al stripes with a 100 k Cr adhesion

layer. Stripes were investigated first as it was hoped

12 -- 1997 IEEE ULTRASONICS SYMPOSIUM



that a ring oscillator device could be simplified by

having a single metallization layer for both the IDTs

and the reflectors. Three A1 thicknesses were deposited

using a thermal evaporator. The metal was

subsequently measured using the DECTAK 3030 auto

profiling system, to the nearest 100 A. In this

experiment the thickness of the Cr was neglected as the
ratio of Al to Cr is large for all three cases.

The IDT to IDT response was a measurement made
between two IDTs with no reflectors between them as a

benchmark on each wafer. The other two measurements

made were T21 and T'31, to evaluate the reflection and

transmission coefficients of the grating. The reflection

coefficient of a single grating, which was of most

interest here, was calculated from the log magnitude of
the $21 measurement ofT21

Ir,.I = (9)
We assumed each grating to be identical and

hence would contribute equally to the net reflection
coefficient.

From the transmission matrix model of Datta [6],

the reflection coefficient of a grating (Fro,), whether

slanted or normal, was approximated from the

impedance mismatch _z/z simply as

Irv I = (10)

where, to equate terminology, r used in this paper is

equivalent to Datta's Az/z if piezoelectric shorting is

ignored. Since the piezoelectric coupling for this cut of

GaAs is so small, this is a reasonable assumption.

From Equation (10), it was then straightforward

to compute the reflection coefficient of a single step, r,
from the measured data as

Irl = Ir ,l (11)

Calculated values Ir',,.I for each of the devices in the
experiment have been compiled in Table 1 from the

measurement of 1"I"211. There are some interesting
trends which are observed from the data in this table.

First of all, the value of II",-..Igenerally increases with
metal thickness as expected. No conclusive difference

was observed between open and shorted stripes as
could be expected because of the low value of K =. The

most interesting trend is the decrease in [Fm,[ for the
long gratings, particularly for the thickest metal. We

attribute this phenomenon, which is contrary to the

expected behavior, to secondary reflections in the

grating.

C. Multiple Reflections

By examining the paths of triply-reflected waves,

it _as observed that at the resonant frequency of the

grating these _aves are 180 ° out of phase with respect
to the singly-reflected waves [3]. In Figure 2, which

has been borrowed from [4], the effect of

triply-reflected waves on the time response of the T21

has been sketched. For the ease of only singly-reflected

waves, the time response would be a simple rectangular

pulse train. The triply-reflected _zves produce a

triangular shaped pulse train. The

then, is the convolution of the

resulting in a non-rectangular pulse

net time response,

two pulse trains,

train t_4ce as long

as would be expected if there were no multiple

reflections. The principal effects of the multiple

reflections are a narrowing of bandwidth of the

frequency response and a decrease in the magnitude of

the reflection coefficient of the grating.

The multiple reflections model, explains precisely

what was observed in the experimental data for the

slanted AI gratings. For example, the time domain

response for a 600 stripe grating with an AI thickness

of 3800 A has showed an impulse response ofT21 that

followed the behavior just described. This leads two

insights into the design of AI gratings. Longer gra.qngs

are not necessarily more efficient and thicker metal

does not necessarily produce a higher net reflection

coefficient for the grating.

D.First Order Mechanical Scattering for AI Stripes
Given the multiple reflections in the longer IDT,

only the 200 stripe reflector bank was used in this

study to approximate a value of C for AI stripes. Using

equation (11), the value of Irl was calculated for the
three metal thicknesses for a reflector bank with 200

open stripes. These data are plotted in Figure 3 along

with a linear approximation which was fitted to the data

to approximate the slope of the line. The linear

approximation was described by 0.0009 + 0.014 h/k. It

_as not possible to match a linear curve to the data
without the constant term. From the work of Datta [6],

this constant has been attributed to the reflection due to

piezoelectric shorting. This value was determined by

Datta for normal incidence gratings, but no previous

1997 IEEE ULTRASONICS SYMPOSIUM -- 13



value has been reported for oblique incidence gratings.

For normal incidence gratings, this value has been

calculated as -0.7'K:/2, which for this cut of GaAs

would be 0.00049. This is on the same order of

magnitude as the constant experimentally determined

by the authors, but no more specific explanation of the
difference has been attempted here.

We computed the value of C for shorted AI stripes

to be approximately C = 0.014, which is a low value

compared to that for normal incidence (0.9) predicted

by Datta. Using this value of C=0.014, in Equation

(11) we predicted that a metal thickness of 4.6l.trn
would be necessary to obtain IF_-,J = 0.99 for No =

200. A value of only 0.34 lain was calculated for N o =

1000, but from the experimental data this was

obviously not the ease, due to the high level of loss

caused by the multiple reflections in the grating.
From this exercise, we concluded that fl_e desired

efficiency for a ring oscillator could not be achieved

using a grating with AI stripes. No other metal was
considered for further investigation but it is possible
that a different metal such as Au or a combination of

metals as demonstrated by Hunt and Hunsinger for

normal incidence gratings [8], might provide better

performance. To summarize, the reflection coefficient
from single step in an A! grating has been found to be

small, which leads to the need for either excessively
thick metal layers or very long reflector banks. The

necessary AI thickness is not practical for SAW device

processing and the high loss introduced by multiple
reflections in long gratings makes this an undesirable

approach. This lead us to our investigation of grooves.
E. First Order Mechanical Scattering Coefficient for

Grooves
We conducted experiments on grooves similar to

those previously described for stripes. The gafers were

processed in the same manner as the wafers used for

stripes up to the point where the stripes were patterned

with the photoresist. At this point the wafers grooves
were etched using a H3PO_"L_Ofl'IzO solution at a

ratio of 3:1:50. The etch gas performed at room

temperature (~22°C). The etch rate was measured to be

approximately 800A per minute and the only

peculiarity of the etch was that patterns with the

shorting bar along the edge were reproducible, whereas

the open strip patterns etched sporadically and could

not be relied on to give a uniformly etched grating.

Given the small dimensions of the grooves, the

thickness could only be measured in the large busbar

region. It was observed" using a scanning electron

microscope, that the etch gas of uniform depth from

the large busbar region into the smaller grooves so that
this measurement gave a valid representation of the

groove depth. SEM pictures of the grooves showed that

the profile of the sidewall was inclined approximately

45 degrees. It may be possible that a different etch

could have produced straight sidewalls, but this profile

produced a strong reflection coefficient, so no further

investigation was performed.
The same measurements and data analysis were

performed on the grooves as previously descfbed for

the AI stripes. Five samples were fabricated with

groove depths ranging from 1000 /l_ to 4300 ._,. The

calculated values of IF_I have been tabulated in Table
2. It was immediately obvious from the data that

grooves provided a much higher reflection coefficient
than did the AI stripes. It was initially ccncluded, that

stripes were less susceptible to the effects of multiple
reflections than were the stripes. It gas observed that

the reflection coefficient did not drop off as

dramatically for the long grating arrays. However,

further analysis contradicted this conclusion. Upon
further observation it became clear that because of the

high reflectivity of the grooves, the wave penetration
into the grating length was much less than in the AI

stripe arrays. Hence, the effects of multiple reflections

are not as apparent as in the AI stripe arrays.

The gave penetration was further investigated

using a knife-edge laser probe to establish the effective

length of the gratings so that the value of r could be
deduced from the data. The knife-edge laser probe

system is capable of measuring the relative ma_tude

and phase of the SAW as a function of position in the
device under test. For the Al stripes, this was not an

issue, as the reflection coefficient gas weak. For the

deeper grooves, it gas necessary to establish an

effective length, N,e in order to approximate the value

of Irk as it was found that the SAW did not penetrate
the full 200 grooves. The method used to scan along the

direction of propagation with the laser spot centered

tramversely in the grating. The magnitude of the SAW

was measured at several points to establish the
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penetration depth. The measured data for a 200 groove

grating with 4300 ,_, groove depth has been plotted in
Figure 4. It was observed from this measurement that

the SAW amplitude dropped off quickly, indicating a

strong reflection coefficient. The effective grating

length was taken to be the point where the amplitude

dropped to one tenth of the incident SAW amplitude,

which in this case _as estimated to be N._r = 70.
Using this data, combined g5th the measured

value of IF_.I, the value of Irl was approximated as

before. The experimentally calculated values of Irlhave

been plotted against normalized groove depth in Figure

5 along with a linear curve fit. In this case, the slope,
C, of the curve was approximated at 0.29 and no

constant was necessary, to obtain a good fit. This
supports the earlier hypothesis that the constant _sas

needed to account piezoelectric shorting, which does
not exist for grooves.

IV. SUMSLARY AND CONCLUSIONS

The thorough examination of both A1 stripes and

grooves on GaAs unveiled previously unkno_Ta

information about the behavior of slanted gratings on

{100}--cut GaAs. Although it was initially hoped that

the AI stripes would have made efficient gratings, this

did not turn out to be the ease. It was, however,

discovered that etched grooves provided a strong
reflection coefficient. Previously unreported values for

mechanical reflection coefficients have been

approximated in this paper from measured data.

Although the experiments were affected somewhat by

multiple reflections, these constants provide a good first

order design rule for the design of slanted gratings on
C.raAs. Based on this study it seems feasible that an

acoustic ring oscillator can be fabricated on GaAs

-using groove reflector arrays.
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Table 1: Values of [Fm_ [ calculated for AI stripes
from measured data.

Thickness (A,)

Nmt 1,000 1,500 5,800
200Open 0.42 0.47 0.56
200Short 0.43 0.46 0.54

4000 0.5 0.53 0.65

400S 0.48 0.52 0.62

6000 0.56 0.56 0.70

600S 0.54 0.54 0.71

8000 0.56 0.57 0.63

800S 0.55 0.54 0.65

10000 0.57 0.42 0.51

1000S 0.52 0.41 0.50

Table 2: Values oflFm, [calculated for grooves from
measured data

Groove Depth (_)

Nm_ 1,000 1,500 2,700
200 0.65 0.71 0.86

400 0.72 0.78 0.97

600 0.72 0.83 0.96

800 0.75 0.87 0.95

1000 0.76 0.80 0.95
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5.4 SAW Mode Profile Design and Analysis:

Given architecture of the ACT Imager, the photodiode array presents itself acoustically as

a multichannel device with a plethora of waveguides. In an effort to develop the tools for this

complex structure, we introduced stack matrix theory as a way of predicting the mode profiles

for arbitrary waveguide structures. This approach has been adapted as the industry standard for

the design of SAW Waveguide-coupled resonators. Once the SAW velocities in the various

materials of the ACT imager structure are known, the stack matrix theory can be used to predict

mode profiles and to design the structures' acoustic arrangement to optimize the imager structure

acoustic operation. This work is described in the attached paper:

Hunt, W.D., Cameron, T., Saw, J.C.B, Kim, Y. and Suthers, M., "Mode profiles in

waveguide-coupled resonators," Journal of Applied Physics, vol. 74, no. 8, pp. 4886-
4893, October 1993.
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Surface acoustic wave (SAW) wavegnide-coupled resonators are of considerable interest for

narrow-band filter applications, though to date there has been very little published on the

acoustic details of their operation. As in any resonator, one must fully understand its mode

structure and herein we study the SAW mode profiles in these devices. Transverse mode profiles

in the resonant cavity of the device were measured at various frequencies of interest using a

knife-edge laser probe. In addition we predict the mode profiles for the device structure by two

independent methods. One is a stack-matrix approach adapted from integrated optics and the

other is a conventional analytical eigenmode analysis of the Helmholtz equation. Both modeling

techniques are in good agreement with the measured results.

I. INTRODUCTION

Surface acoustic wave (SAW) waveguide-coupled

(WGC) resonators, as shown in Fig. 1, are a class of de-

vices which are proving to be quite useful in narrow-band

filtering applications. Though these devices were proposed

quite some time ago I there have since been only a few
papers published on these devices. Tanaka et al. 2 have pub-

lished the most comprehensive analysis of the WGC reso-

nator to date, using an analytical modal analysis to predict

the resonant frequencies of the device and the frequencies

of the spurious modes. Their work provides a relatively

comprehensive introduction to the device, giving the
reader an intuitive feel for the relationship between the

transducer overlap width W, coupling gap G, and the

mode structure. However, they have not published an ac-

curate means of predicting the frequencies of the resonant

and spurious modes.
Gopani and Horine 3 more recently have presented the

frequency characteristics of various WGC resonators they
have fabricated. Their results indicate they have been able

to reduce the level of the spurious modes considerably but

they provide no insights into their methods for achieving
this result.

In the process of designing a WGC resonator for a

specific application one is typically concerned about the

center frequency and bandwidth of the device as well as the

spurious modes of the device. These devices are quite com-

plicated and a detailed understanding must employ both

the coupling of modes (COM) analysis 4'_ and the treat-

ment of the device as a SAW structure supporting a col-

lection of guided modes. Both of these analyses are key but

in this paper we will focus principally on the SAW wave-

guide aspects of the WGC resonator. It is by the investi-

gation of these modes that one can better understand the

frequency response of the device and in particular the spec-

tral location and strength of spurious modes.

For this investigation a number of WGC resonator

")Bell Northern Research Ltd., P.O. Box 3511, Station C, Ottawa, On-

tario K IY 4H7, C.amada.
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devices were designed and fabricated each with differ_

values for W, G, and cavity length C. Numerous measure.
ments were made to determine the relationship betwe¢_

device geometry and the device transfer function but here=

we will only discuss the amplitude and phase profiles of the

SAW transverse modes which were measured using :

knife-edge laser probe. 6 In general, our approach was to

measure the transverse mode profiles at the resonant fre-

quencies associated with peaks in the magnitude response
of the transfer function of the WGC resonator.

In this paper we predict the transverse beam profiles by

two distinctly different techniques. These methods yield

the eigenmodes of the device structure and they compare

favorably in shape with the mode profiles measured usi_

the laser probe. The comparison is not precise, however,

primarily because our predictions represent the cig_
modes of the structure and our laser probe measuremen=

indicate the SAW profile at a given frequency for a source
condition not considered in either of the theoretical treal-

ments. Even so the corroboration between theory and el.

periment represents a considerable increase in the collec-

tive understanding of WGC resonators.
In Sec. II we discuss the physical layout of the devi_

and present a representative frequency response for

device. In Sec. III we present both of our methods for

calculating eigenmodes for this structure. And finally ia

Sec. IV we present our experimental results and cornp_

these with our theoretical predictions.

J. Appl. Phys. 74 (8), 15 October 1993

II. DEVICE DESCRIPTION

Our design for the WGC resonator is shown schernat"

ically in Fig. 1. The device can be thought of as two one-
port SAW resonators coupled acoustically by the overlap

of their respective eigenmodes. To first order the devict

operates in the following manner. The input signal excit_

the surface acoustic wave in the upper resonator and

acoustic energy that couples into the lower resonator il

then converted to an output electrical signal by the Pi¢=°"
electric action of the substrate material. A more de_d

and thorough description of the device operation requir_ I

0021-8979/93/74(8)/4886/8/$6.00 © 1993 AmericanInstituteof Physics
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FIG. 1. Schematic layout for a waveguide-coupled resonator.

c0M analysis 4'_ which incorporates the currents and volt-

ages of the input and output transducers as well as the
forwardand backward surface acoustic waves in the upper
_nd lower resonators. One of the important parameters in
the COM analysis is the coupling factor which describes
howthe SAW energy in one resonator couples to the SAW
energy in the other resonator. The acoustic portion of this
coupling would, in the present case, be related to the over-
lapintegral of the eigenmodes of the two resonators. We
willnot in this paper be treating the COM analysis but will

insteadbe laying the foundation for such a treatment by
investigating thoroughly the eigenmodes of the WGC res-
onator.

In Fig. 2 we present the transfer function for a typical
WGC resonator and it will be shown by theory and exper-
imentin this paper that the eigenmodes play a vital role in
determining the characteristics of the device transfer func-

tion. The passband response as well as the spurious re-
sponse are set by the mode structure within the device.

Peaks in the frequency response occur near frequencies
whichsupport both longitudinal and transverse modes. As

_ll be shown, the lower edge of the passband .f_, in Fig.
2isa symmetric mode and the upper edge of the passband
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FIG. 2. Transfer function for a WGC resonator.

J. Appl. Phys., Vol. 74, No. 8, 15 October 1993

1111111 I111111

-J LI- output

II

Ill z

v
---t

FIG. 3. WGC resonator as an array of five contiguous SAW propagation
strips.

fat is an antisymmetric mode. The nearby spurious mode
f_2 is a higher-order antisymmetric mode and at about the

more distant frequency ft, the mode profiles associated
with f_, f,_, and fo2 are replicated about the next longi-
tudinal mode frequency. The synthesis task which presents
itself to the designer is to control the strength and location

of these modes through design. The present work is a step
towards this goal in as much as it provides some of the
tools necessary to effectively perform this synthesis. Device
dimensions and metallization thickness represent the prin-
cipal design choices which must be made.

III. METHODS FOR EIGENMODE CALCULATIONS

In the following two subsections we present two inde-
pendent methods for predicting the mode profiles in the

WGC resonator. Both are later compared with the exper-
imental results.

A. Analytical prediction of eigenmode structure

In order to analyze guided modes in a SAW wave-
guide, Knowles' scalar potential has been most widely used
due to its simplicity. 7 According to Knowles' analysis, the
normal component of the displacement at the surface is
proportional to a scalar potential _b for a semi-infinite iso-
tropic solid, s Moreover, this component of displacement
can be directly measured by the knife-edge laser probe
which was used for the experimental work presented later
in this paper. Knowles' scalar potential will be used for the
analytical approach as well as the stack matrix approach
presented in the next subsection. The analytical approach
is essentially a boundary value problem wherein the Helm-
holtz equation is solved for the scalar potential in the re-
gions of different velocity within the waveguide structure
and the boundary conditions of continuity are satisfied at
each lateral interface. This approach is not as versatile as
the stack matrix approach presented later.

We begin by thinking of the WGC resonator as noth-

ing more than an array of five contiguous strips---each
having a different velocity as shown in Fig. 3. Observe that
we have, in the present analysis, only two distinct veloci-
ties. It should also be noted that in this paper we will not
be addressing the issue of reflections within the device

Hunt et al. 4887



structure, nor will we be considering the source conditions

associated with the transducer SAW generation. The latter,

in particular, will be the subject of future research.
Once we have segmented the WGC resonator into the

five strips along the z direction of uniform velocity we

proceed by solving the Helmholtz equation for the scalar

potential _,

_a-x _ (_) ,,=0, (l)

,._-0
where 4_=the scalar potential for the semimetallized re-

gion, _m=the scalar potential for the metallized region,

Fs=the SAW velocity in the semimetallized region,

V,_=the SAW velocity in the metallizexl region, and

a_----angularfrequency.
We have assumed the z dependence for these scalar

potentialsto be of the form e±j(B:-'_°,i.e.,we arc assum-

ing the SAW propagationto be predominantly along the

long axisof the WGC resonator.Under thisassumption,

the scalarpotentialsineach of the velocityregionsof the

resonator will be

_bx= DI sinh(k_x) + D2 cosh(k_x),

_Ix = D3 sin(k_x) +/)4 cos(k_x),

_bm= Ds sinh(k_x) + D6 cosh (k_x), (2)

&iv = D7 sin(k_x) + D8 cos(k_x),

_v =/)9 sinh(k_x) + Dl0 cosh (k_cx),

where the term e/('_t±&) has been dropped for clarity. Fur-

ther, we have from the Helmholtz equation above that

.,2 2 bt2__Z_R 2
km =_ --k2m, "s --"s _" ,

(3)

O.I _0 (.0

k"=Vm" ks="V-s' _=Vrnode"

By applying the boundary conditions between the various

regions of the structure that the scalar potential and its first
derivative with respect to x are continuous, we can arrive

at a dispersion equation which will enable us to compute
the mode velocity Vmode. In addition we must recognize

that there are symmetric and antisymmetric solutions to

Eq. (I) and we must make judicious choices about the

coefficients in Eq. (2) which can be set to zero.
Let us consider first the symmetric case. The require-

ment of symmetry about x=O will force D s to be zero and
hence we will have the symmetric form for the scalar po-

tential in region III, i.e., ¢_m = D6 cosh(k_x). For consis-

tency and simplicity we take the form of the scalar poten-

tial in region II to be _bn = D_ cos(k_x + 0). Applying the

continuity boundary conditions at x = a we will have

D6 cosh(k_na) -----D_eos(k_a + 0),
(4)

t • w t t
D6k m smh(k_,a) -- -- D4ks sin(k_a-t- 0).

4888 J. Appl. Phys., Vol. 74, No. 8, 15 October 1993

and by taking the ratio of these two equations we ca_
eliminate the coefficients and have

k_, tanh(k'a)=--k'_ tan(k'sa+O),
(5)

k'0=tan-' tanh
_, k, /

In region I we can assume that the bus bar is wide enough

that the scalar potential will go to zero at x=c. As such we

can represent the scalar potential in that region as _I

= D_ sinh(k_,(x -- c)). Applying the boundary conditions
at x=b we then have

D'4 cos( k 'sb+ O) = D_ sinh(k ',,( b-c )),
(6)

_ , ' • ' Dzk _ cosh(k'_(b-c)),D4k s sm( ksb+ O) = ,.,

and by taking the ratio of these two equations and using

the expression for 0 presented in Eq. (5) we have

--k'jtan[k's(b--a)+tan-I(--k'_tanh(k:a))]l_k's

= k',,, coth(k'(b--c)). (7)

This can be simplified to be of the form

k_(b--a)=tan- . cothlk_(c--b))

+tan-_ Z_ -' . (8)

This transcendental dispersion relation can be solved for

the mode velocity Vmode, which can in turn be used to find

the resonant frequency for this mode given by

f= Vmode/2L , where L is the grating period within the
resonator defined in Fig. 1. The resonant frequencies asso-

ciated with the symmetric modes will be represented as

fs,. Once we have the mode velocity we can sketch the

mode profiles from the scalar potentials.
For the antisymmetric case we will take the odd form

of the scalar potential in region III, i.e., _x[I

= Ds sinh(k_Tx) and for simplicity take the form of the

scalar potential in region II to be _bn = D_ cos(k_x + 6).

Again in region I we will take the scalar potential to be

¢_t = D_ sinh[k_(x -- c)]. By proceeding in a manner sim-

ilar to that presented above for the symmetric case we can

obtain the dispersion relation

(k'mcoth[k'_(b--c)])k'_(b--a)=tan-t_ k,_

+tan -| _,coth(k'a)/.
(_: / (9)

In the same manner as was described for the symmetric

ease we can obtain the resonant frequencies f,. associated

with the antisymmetric modes as well as the attendant

mode profile. A comparison between the theoretical pre-
dictions and the experimental results will be presented in

See. IV.
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Another product of the analysis which is important in

the process of filter synthesis involves the relationship be-

tween the symmetric and antisymmetric mode frequencies

and the WGC resonator design features such as the values

for a, b, and c shown in Fig. 3 as well as the SAW velocity

in the various strips. For a given set of design criteria the

dispersion relations represented by Eqs. (8) and (9) can be

solved to find these frequencies. Tanaka et al. z presented
both theoretical and experimental data for the normalized

frequency difference between the first symmetric and first

antisymmetric modes for a group of WGC resonators;

however, there was not good agreement between theory

and experiment. Upon further investigation we found that

incorporation of the anisotropic nature of the substrate

leads to faithful predictions of this normalized frequency

difference. If the conventional assumption is made that the

velocity anisotropy can be approximated by a parabola, 11

the velocity profile is represented by

Where V 0 is the velocity along a pure mode axis and V(O)

is the velocity along some direction at an angle 0 from the

pure mode axis, and a is the anisotropy factor. After some

algebraic manipulation 12we can represent the appropriate

portions of F-xl. (3) as Eq. (3) can be rewritten as

k;_____2_ ( 1+ a.,)_m,

k; z--- ( 1+as) _ -B z, ( l 1)

where a m and a s represent the anisotropy coefficient for the

metallized and semimetallized regions, respectively. For

s!raplicity we have used the value of the anisotropy coeffi-

trent for STX quartz, a=0.378, for both a,, and a s. The

relations presented in Eq. ( 11 ) were then used in Eqs. (8)
and (9) and the normalized frequency difference was com-
PUtedfor several values of W and G. The results of these

calculations are presented in Fig. 4 along with the experi-
mental data of Tanaka et al. 2 The inclusion of the anisot-

4889 J. Appl.Phys.,Vol. 74, No. 8, 15 October 1993
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FIG. 5. SAW velocity profile in an arbitrary N-multicharmel waveguide,
where Vi is the velocity and Ci is the stiffness constant in the/th region,
respectively. The width of the/th channel is given as W+.

ropy factor brings the theory in very close agreement with
the experimental results--much closer than when the an-

isotropy is not included.

B. Stack matrix theory

The transverse profile of the SAW velocity in a general

N multichannel waveguide structure is schematically

shown in Fig. 5 The coordinate system is chosen so that the

x axis is along the transverse direction and the z axis is

along the propagation direction. The wave is guided in the

slow velocity sections by the nature of the waveguide. In

order to analyze guided modes in a SAW waveguide, we

will use the Knowles' scalar potential used for the work

presented in See. II A.

The propagation equation of the scalar potential 6i, at
the surface in section i, is given by a second-order ordinary

differential equation as follows:

d2qbi(x) (_2. _ 132) (_i(x)dx--_-- + . =0, (12)

where 13 is the longitudinal propagation constant, ca is the

angular frequency, and Vi(x) is the SAW velocity in the
ith section.

A general solution of this equation is

c_i(x) =A#-J*: + B_ i_:, ( 13 )

where k i = #c02/V_-132. We have made the conventional

assumption that the z dependence is e -jaz and the time
dependence is eJ'°_.

The boundary conditions at the interface between the

ith and the (i+ l)th section shown in Fig. 5 are that the

displacement and the stress are continuous. These bound-

ary conditions can be denoted by

_I_,=_+,I.,,
(14)

C#;l_,-- c,+ _;+, I_,,

where Ci is an effective stiffness constant of the ith section

and the prime denotes differentiation with respect to x.

The close analogy between the scalar potential in SAW

and the electric field in optical wave makes it possible to
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use theories previously developed for the optical

waveguides. Among various techniques for calculating the

fields in optical waveguides, stack matrix theory has been

adapted herein due to its capacity for treating arbitrary
structures. Only the key portion of the theory is described

in this paper and those seeking more details are referred to

Kogelnik and Shank's formulation?
Stack matrix theory begins by defining the continuous

components used in the boundaD' condition to be the field
variables U and W as follows:

Ui=_i(x ) ..---Afl-JkF-t - B# ]kF,
(15)

Wi= C#_ (x) =jk,Ci( --Ale -jk_'t- B_dk_).

After some algebraic manipulations, one can obtain a

simple relationship between two adjacent field variables as

follows:

Ui_l] [ cosk,w,Wi_tl = Cikisin ktwi

(16)

where w i is the width of the ith section and M i is the
characteristic matrix of the section. It should be noted that

the x axis is shifted so that each interface position of the

corresponding field variables is to become zero. The re-

peated application of the boundary conditions at each in-
terface is accomplished by the concatenation of each M i.

Therefore, the characteristic matrix of the stack M, which

includes the entire structure, is given by

Lm.,m:2j[w.]
For the guided wave solutions, & should be evanescent

at both ends, i.e., for both i=0 and i=N sections. This

guided condition is satisfied by a pure imaginary value of ki
at both sides and Bo=A_,+l=0. This can be expressed by

the field variables

and

(18)

-C^,+ W,+tB^'+tl

wherero= = J
Inserting these expressions into the stack matrix relation,

one can obtain

[A0]:io,,m,21[ ] ,20,CoToAo Ira2= mzzJ--C^'+,7_'+,BN+I

A rearrangement leads to a matrix equation

[, ]__[oICoY0 -- rn2t + CN+,I/^,+ lrn22] [ BN+,
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FIG. 6. SAW velocity profile for our WGC resonator.

In order to obtain a nontrivial solution, the determi.

nant of the matrix must be set to zero thus yielding the

dispersion relation for the waveguide. For the general mul-
tichannel waveguide structures, a numerical method is nec-

essary to solve the matrix equation.
The velocity profile representative of the WGC reso-

nator is shown in Fig. 6. The velocities presented in this

figure are Vl=free surface velocity on STX quartz,

V z=velocity underneath the aluminum bus bars,

V 3=velocity in the region between the ends of the IDT
electrodes and the bus bars, V4=velocity in the region of

overlap between the IDT fingers and we have used stan-
dard methods 13 to compute the values. If we assume the

velocities are isotropic, we can obtain the maximum angle

the acoustic energy deviates from the longitudinal direc-
tion to be O=cos-t(V4/Vt), where V 4 and V I are the

slowest and the fastest velocities, respectively. Using the

values of 3125 and 3158 m/s for 114and V,, respectively,

we can expect the angle to be about 8.3*. If we now con-
sider the true anisotropic nature of the velocity on STX

quartz we see that the velocity change over this 8.3" is only
_0.3%) ° Therefore, we can assume that the velocity is

isotropic without appreciably affecting the predicted mode

profiles. The effective stiffness constants are used in the
boundary condition presented in Eq. (3) are assumed to be
the same because each section is elastically very similar in

this kind of low dispersion waveguide.
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IV. MEASUREMENTS AND RESULTS

In this section we will present experimental measure"
ments of a WGC resonator on STX quartz which had an

electrode thickness to SAW wavelength ratio of -2%. We

will compare these results with theoretical predictions

based on the methods presented in See. III. Though nu-
merous devices were fabricated and tested we will preSe_.t

only the results from one of these which had strong spurt-
ous modes. While this device would not be good for =

system application, it was an ideal device for our raodt

profile measurements. The mode profiles we present f0_ i
this one device are indeed representative of the profiles _*

measured for a large number of devices. _ _

Hunt et aL



_/ The device was mounted on the computer-controlled

stage of our knife-edge laser probe and leveled.

details of operation of this apparatus have been de-

scribed previously 6 and will not be repeated here. It is

sufficient to say that the laser probe allows us to measure

_e magnitude and phase of a Rayleigh wave at various

locations throughout the device. For these experiments the

laser spot at the surface of the device was _4/zm in di-

_eter and the signal-to-noise ratio of the measurements

was typically 60 dB. The successful operation of the laser

probe requires that the location of the scan on the surface
of the device have a reasonable reflectance. It is difficult to

obtain a strong laser probe signal on a translucent material

such as quartz and so the measurements were made with

the laser spot on the aluminum electrodes of the interdig-
itated transducer (IDT) and the reflector grating rather

than on the bare quartz gaps between the electrodes.

From the device transfer function shown in Fig. 2 we
select the frequencies at which we wish to make transverse

laser probe scans in the x direction as indicated in Fig. 1.

For example, if we wish to measure the mode profile for
the first symmetric mode we set the SAW drive for the

device at the first symmetric mode frequency fs], and scan

transverse to the direction of SAW propagation. Similarly

we can select the frequencies associated with any of the
spurious modes which appear in the transfer function and

measure the associated mode profiles.

For the mode profile data we present the origin of the
coordinate system was selected to be on the central bus bar

in the center of the resonator cavity. Another way to look
at this is to say that the origin was selected to be at the

geometric center of the device. For the three mode profiles

we show the scans were taken transverse to the predomi-
nant direction of SAW propagation at the center of the

cavity. The positive values of the transverse dimension (x)

as shown in Fig. 7 through 9 represent the track driven by

the input signal and the negative values represent the out-

put track. In order to obtain the symmetric mode profiles

the device was driven symmetrically, i.e., the same signal

was applied to the input and output transducers. For the
antisymmetric mode profiles a balun was used so that the

input and output transducers could be driven 180" out of
phase.

In Fig. 7(a) we show the measured and predicted nor-

realized magnitudes of the first symmetric mode which

OCcurred at 81.153 MHz. The magnitude is expressed in
arbitrary units (A.U.). Both theoretical approaches very

closely predict the measured results with the profile reach-

ing peaks in the middle of the input and output tracks and

a local minimum on the grounded bus bar between. In Fig.

7(b) we present the phase for the first symmetric mode

and see again that there is relatively close agreement be-

tween theory and experiment. It should be pointed out that

the phase is indicative of the phasor relationship between
the rf signal driving the SAW transducer as it leaves the

network analyzer and the amplified photodetector signal
received by the network analyzer. As such the phase, as is

the ease for the magnitude, can at best be regarded as a
relative, not an absolute, measurement.
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FIG. 7. Transverse beam profilefor first symmetric mode (a) magnitude,
(b) phase.

In Fig. 8 we present the magnitude and phase for the

mode profile of the first antisymmetric mode which oc-

curred at 81.1887 MHz. Again there is good comparison

between theory and experiment for both the magnitude
and phase. The magnitude profile, shown in Fig. 8(a), is of

course quite similar to that for the first symmetric mode

with the exception that the profile goes to zero at the cen-
tral bus bar for the antisymmetric mode.

In Fig. 9 we present the magnitude and phase for the

mode profile of the second antisymmetric mode which oc-

curred at 81.446 MHz. As has been the case for the pre-

vious modes discussed there is good agreement between

theory and experiment with regard to the overall shape of

both the magnitude and the phase but not quite as good.
Note in particular that the predicted nulls at the center of

the transducer regions (_ 4-220/tin) do not occur for the

measured profile and this can best be explained as follows.

For our experiments with the laser probe we measure the

SAW profile generated in the device at a single drive fre-
quency under specific drive conditions. What we have

found from experience is that we are measuring the sum of

all of the mode profiles that are generated at this single
frequency. For the second antisymmetric mode shown in

Fig. 9 we drove the input and output transducers 180" out
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FIG. 8. Transverse beam profile for first antisymmetric mode (a) mag-

nitude, (b) phase.

of phase and as such generated a number of antisymmetric
modes. Predominant among these are the second antisym-
metric mode and a weakened first antisymmetric mode.
One can then view the absence of the deep nulls predicted

for Fig. 9 as the sum of the nearly zero amplitude for the
second antisymmetric mode with the peak amplitude of the

first antisymmetric mode.

V. SUMMARY AND CONCLUSIONS

In this paper we have presented both experimental and
theoretical work on the mode profiles in WGC resonators.
The two independent methods for predicting the mode pro-
files are reasonably accurate though the stack matrix the-

ory method is the most versatile of the two. This paper
represents, to the best of our knowledge, the first use of
stack matrix theory to predict mode profiles in SAW struc-
tures. The versatility and accuracy of this technique makes
it useful for the calculation of mode profiles in compli-

cated, multiehannel SAW and ACT devices. In addition,
the anisotropie nature of the SAW velocity was included

yielding a more accurate prediction of the normalized fre-
quency difference and hence a superior filter design tool.

4892 J. Appl. Phys., Vol. 74, No. 8, 15 October 1993

E

(a)

ACKNOWLEDGMENTS

This work has been supported by Bell Northern Re-

search Ltd. (BNP,.), the National Science Foundation

through a Presidential Young Investigator award, and by
NASA under Grant No. NAGW-2753. The assistance of

these organizations is gratefully acknowledged. We •Is0
wish to thank Grantley Este of BNR for many helpful

discussions with regard to the fabrication of SAW devices
and Conrad Gratton of BNP, for initial testing and pack-

aging of the devices.

A. Yaraada and H. Shimizu, Paper of the Technical Group on Ultr_-

sorties, IECE, Japan, VS77-33, 1977, p. 29.
aM. Tanaka, T. Morita, K. GriD, and Y. lqakazawa, 3gth Annual Fre-

quency Control Symposium, 1984, pp. 286-293.
_S. Gopani and B./L Horine, Proceedings of the 1990 IEEE UltrasoniCs

Symposium, 1990, pp. 1-5.
_H. Kogdnik and C. V. Shank, J. Appl. Phys. 43, 2327 (1972).

WriehL Proceodint, s of the lgg0 IEEE Ultra.son"
H. A. Haas and P.V. _,--_ - 251.

sK L Miller, PhD disserusdon University ot tmnots,

Illinois, 1987.
71L V. Sehmidt and L. A. Coldren, IEEE Trans. Sonies UltrasoniCS

SU-22, 115 (1975).
_J. K. Knowles, J. Geophys. R.es_ 71, 1580 (1966).

Hunt et aL 4892



rl'_- i 7-,,

" i i

• .z.,,-

,:_

_e (*Y
.._

_ R_

helpS]

2_-2_I. _,

_H. Kogelnik, in Guided Wave Optoelectronics, edited by T. Tamir

(Springer, New York, 1988).
1°8. K. 5inha and H. F. Ticrsten, J. Appl. Phys. 52, 7196 (1981).
'tT. L. Szabo and A. J. Slobodnik, IEEE Trans. Sonics Ultrasonics SU-

20, 240 (1971).

4893 J. Appl. Phys., Vol. 74, No. 8, 15 October 1993

_ZT. P. Cameron, M. S. thesis, Carleton University, Ottawa, Ontario,

Canada, 1988.

BS. Urab¢, Y. Koyamada, and S. Yoshikawa, Trans. IECE/pn. J60.A,

875 (1977).

Hunt ot al. 4893



5.5 Suggestions for Future Work:

We have had some recent inquiries regarding ACT device work and it is felt that a first

step would be a study to see if one of the existing GaAs device architectures for commercially

available RFICs could be used for ACT devices. If the ACT device can be made to piggyback

on an existing process then we believe the prospects are very good that cost-effective devices can

be manufactured. It would also be advisable to use the IDT-less ACT approach which we have

developed along with a ZnO overlay. In this manner the imager chip could be driven by a

modest voltage and power with no need for timing circuitry. Also, if the imager requires too

large a capital investment in light of the (now) current availability of Silicon CCD imagers for

HDTV, the ACT technology may provide a good way to realize a high speed image processing

chip for HDTV. Prior to digitization, the ACT could be used for on chip image enhancement

which could process data in both space and time.

5-8



SECTION VI:

KODAK





HDTV Prototype lmaein2 System

Introduction

The HDTV imaging system is a prototype system and therefore not intended for scientific

imaging applications. Like all prototypes, it has many limitations which affect image quality and

hardware reliability. This prototype camera features the Kodak KAI-2091M high-definition

monochrome image sensor. This progressive scanned charge-coupled device (CCD) can operate at

video frame rates and has 9 micron square pixels for easy image processing. The photosensitive

area has a 16:9 aspect ratio and is consistent with the "Common Image Format" (CIF). It features

an active image area of 1928 horizontal X 1084 vertical pixels and has a 55% fill factor. The

camera is designed to operate in continuous mode with an output data rate of 5MHz, which gives a

maximum frame rate of 4 fps. Due to frame buffer limitations of the ITI imaging system, only the

first 1024 lines can be processed and displayed.

Imaging System Setup and Operation

To setup the ITI imaging system, connect the two Sony monitors, keyboard, and mouse to

the ITI computer. There are two monitor connectors located on the back of the computer. Either

monitor can be attached to either monitor connector. One monitor is used to view images while the

other is used to operate the computer. A power cord for each monitor and the computer also need

to be connected. To setup the camera, attach the Nikor zoom lens (70-210mm) to the front of the

camera. Plug the camera power supply into a standard wall outlet. Make sure the camera supply is

turned off.. Connect the camera power supply cable to the camera using the 9 pin pigtail connector.

Connect the 68 pin SCSI connector from the camera to the ITI imaging system. Apply power to the

camera by turning on the camera power supply. Apply power to the ITI imaging system. Once the



ITI system has booted, choose the HDTV icon to operate the camera. To obtain the best possible

picture, adjust the lens to control the amount of light entering the camera. This can be

accomplished by opening and closing the lens aperture.

Power Requirements

A power box containing several linear commercial power supplies provides the power to

run the camera head through a 9 pin pigtail connector. The power box operates off a standard

115VAC 3 prong wall socket and is . fused to protect the internal supplies according to

manufacturer specifications. The current draw from each internal linear supply is shown below.

The .5 amps @ +SVDC required to power the termination resistors for the 68 pin SCSI cable is

included in the totals below.

1.35 amps @ +5 volts DC

.12 amps @ +15 volts DC

.08 amps @-15 volts DC

.05 amps @ +24 volts DC

To ensure the correct polarity for all DC operating voltages, use the power box and cable

provided with the camera. If a different power supply is used, the camera may be permanently

damaged if the DC voltage polarities are reversed.



Prototype CameraPerformance

Black Level

Scanning

Synchronization

Resolution

Pixel Clock Rate

FrameRate

Interface Specifications

Adjusted to no light condition

Non-Interlaced, progressive

Internal pixel clock, line sync, frame sync

8 bits

5MHz

4fps

The AIA interface connector is a 68 pin, high density, dual row, D-type connector. The

connector has .050 pin spacing and a D-type shell that is 2.5 inches long. The connector carries the

signals needed to interface the camera to the ITI frame grabber. The signals include the two digital

video output channels, A and B, each with eight bits labeled DATA0 through DATA7. DATA0 is

the least significant bit and DATA7 is the most significant bit. In addition, there are three timing

output signals which control the transfer of video data. They are the FRAME ENABLE, LINE

ENABLE, and PIXEL DATA STROBE. All signals are output as differential pairs with signal

levels conforming to the RS422 specification. The noninverting part of the differential pair is

present on the (+) output, while the inverting part of the differential pair is present on the (-) output.

The chart below lists each signal name and its pin number.



68 pin camera connector SignalName 44 pin ITI connector -

9

43

8

42

7

41

6

40

5

39

4

38

3

37

2

36

20

54

19

53

16

50

15

49

14

48

13

47

11

45

10

44

25

59

26

6O

29

63

30

64

1&35

ADATA 0+

ADATA 0-

ADATA 1+

ADATA 1-

ADATA 2+

ADATA 2-

ADATA 3+

ADATA 3-

ADATA 4+

ADATA 4-

ADATA 5+

ADATA 5-

ADATA 6+

ADATA 6-

ADATA 7+

ADATA 7-

BDATA 0+

BDATA 0-

BDATA l+

BDATA 1-

BDATA 2+

BDATA 2-

BDATA 3+

BDATA 3-

BDATA 4+

BDATA 4-

BDATA 5+

BDATA 5-

BDATA 6+

BDATA 6-

BDATA 7+

BDATA 7-

FRAME ENABLE+

FRAME ENABLE-

LINE ENABLE+

LINE ENABLE-

PIXEL DATA STROBE+

PIXEL DATA STROBE-

EXP+

EXP-

GND

1

16

31

2

17

32

3

18

33

4

19

34

5

20

35

6

21

36

7

22

37

8

23

38

9

24

39

10

25

40

11

26

12

27

14

29

28

42

41

13

44



Prototype Camera Head Design

The HDTV camera head design is partially based on the MITE camera head design. The

electronics has been modified to meet the requirements of the HDTV sensor and is designed for

maximum flexibility and testability. All clock drivers and biases can be adjusted without changing

components. Sensor timing is generated using one EPLD. All EPLD outputs are routed to

diagnostic connectors which interface directly to a logic analyzer. This allows timing performance

to be monitored while viewing the image data.

All sensor timing is based on a 80MHz crystal which feeds the global clock input to each

EPLD. The 80MHz clock, provides a minimum time resolution of 12.5ns. Code was then

developed using Altera's Max PLUS II software to create the clock signals required by the sensor.

The sensor is currently being clocked at 1/16 the crystal frequency or 5MHz. This provides a

camera frame rate of approximately 4 frames/sec.

All timing logic was simulated using the Altera Max Plus II software. Each simulation

allows you to verify your logic by displaying the timing visually. If the simulator shows a logic

problem, you can easily modify the timing equations, recompile the program, and simulate the

waveforms again. A number of simulations were performed using various clocking scenarios to

determine optimal performance for this system.

The camera head electronics was packaged to fit on one 6 x 8 circuit board to eliminate

sending the 80MHz clock signal between boards. The three EPLD's are co-located to minimize the

distance to the 80MHz crystal. Two EPLD's perform the digital clamp and sample for video

channel A and B. The third EPLD generates timing signals for the sensor and frame grabber

interface.



Since there are two output video channels, the gain and offset of each channel must be

closely matched to minimize line to line shading. Both these parameters are factory set. The black

level can be monitored by viewing the video output with the lens capped. The gain is set so the

video output signal is at maximum amplitude when the detector reaches saturation.

System Level Integration

To view HDTV images, the Camera Head was integrated with an ITI frame grabber and

image display system. The ITI system consists of a PC with ITI image processing boards and

software. Application code was developed using the ITI software development tools to acquire,

process, and display images from the camera head via an RS 422 interface. The IM-PCI image

processing card can handle two 20MHz data channels which correspond with the two video taps

from the camera head. This allows the ITI system to theoretically handle and display image data at

15 frames/sec.

The ITI imaging system is packaged in a standard 19" rack mountable industrial chassis. It

uses a 133MHz Intel Pentium Processor with 32 MB of memory and runs the Windows 95

operating system. Two 17" Sony Trinitron monitors are used with the system. One monitor

operates the computer and the other displays images. The computer has one full-size single PCI

bus card to manage memory, one computational module for real-time statistical analysis, and one

digital acquisition module to interface with the camera.
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Memo to:
From:

Date:

Re:

Bill Hunt

Richard Solomon and Clark Johnson, University of Pennsylvania
19 September 1999

MIT/Polaroid Camera Report

Bill:

This is a response to your e-mail message of 18 August. Under separate cover, by
Priority Mail, we are sending a number of support documents.

These include the camera specifications, a reprint on the actual camera system
operational details, along with two internal MIT memos that might be of interest to

you. In addition, we are sending a CD-ROM (see below) of some images produced by
the Navy.

There is no operations manual specifically for this camera. Philips did supply a gernic
manual for high-end video cameras. However, the various agencies that now have

cameras readily taught themselves effective operations with technical help from Philips
and Polaroid personnel.

The first two cameras came with only one Fujinon zoom lens that cost in excess of

._,100,000. It turned out to be inappropriate for certain scientific and cinemagraphic
applications. For these uses a special mount was made for modified Hasselblad 2 1/4
square (SLR) and conventional motion picture camera lenses.

Both of these cameras are the property of NASA, under the supervision of Dr. Tice
DeYoung, the original project initiator when he was at DARPA. One of the cameras is

currently assigned to the supercomputer center at the Naval Research Laboratory in
Anacostia, where it is available for demonstration.

The other camera is assigned to the National Security Agency and is on temporary loan

to Demografix in Santa Monica, CA. Four additional cameras have subsequently been
purchased and delivered to the Navy for further research. One of the original cameras

may be transferred to the University of Pennsylvania shortly. The University of
Pennsylvania is currently under contract with the Naval Research Lab to continue

experimentation under a program on Vision Science and Advanced Networking.

Principals include Prof. David J. Farber and the authors of this report.

Additional cameras have been purchased by ABC/Disney and other commercial firms.

Demonstrations have been made at the National Institutes of Health, the U. S. Army,

the National Security Agency, the National Association of Broadcasters annual meeting
in Las Vegas (where it won Best of Show), and at the American Society of
Cinematographers' annual convention in Los Angeles. The camera was featured in a

weekly column on advanced multimedia technology in the New York Times shortly
after it was delivered by Polaroid.

A camera was loaned to ABC/Disney for a series of test shoots at various sites across

the country. These shoots provided material for A/B comparison testing with so-called

HDTV interlaced cameras. The Navy did airborne tests from a dirigible of the Norfolk

(VA) Navy Yard and a beach. A few freeze frames showing the spectacular results of



this Navy shoot have been captured on a CD-ROM, a copy of which is being sent to

you. (Copies are available upon request.)

In the summer of 1998 a camera was loaned to Mr. Robert Primes (an award-winning

cinematographer, and a former president of the ASC), and Gary Demos of Demografix

(an Oscar-winning special-effects expert) who together financed the production video of

Mrs. Primes (a professional concert pianist) performing a Chopin etude. This

astonishing 7-minute movie can only be fully appreciated on a specially modified

projector for an 18-ft. screen, one of which is at NRL. Editing was an exceptionally time
consuming exercise and had to be done frame by frame on special Apple Macintosh

computers.

As an example of this remarkable presentation, one can readily see the vibrating piano

strings without a scintilla of blur or interlace artifacts. It is as if one is sitting next to the

pianist. The Hasselblad lens was critical for the close-ups in this shoot.

The entire high-resolution system (camera and display) has been successfully tested in

real time on the high-bandwidth government-operated ATDnet fiber-optic research
network in the Washington/Baltimore area over a simulated distance of several

hundred miles.

The only current storage device capable of handling the high bit rate generated by the
camera without distortion-creating compression is a Matsushita D-5 video recorder

modified to handle a linear bit stream. The Naval Research Laboratory recently

ordered a RAID array capable of storing 20 minutes of uncompressed camera output.
One camera has been returned to Philips to be modified to operate at 72

frames/second.

Future plans include building a test-bed camera capable of:
1. Variable frame rate (24-72 f/sec.);

2. Wide color gamut using additional color sensors and variable color

filters;
3. Smaller CCD target to permit use of conventional high-quality 35mm still-

camera lenses;

4. Transcontinental testing on the gigabit optical network with analog

transmission and digital processing at the display;

5. Variable spatial and temporal modulation transfer functions;

6. Gigabit local rf transmission in a local environment.

All of the participants involved consider this to be a most successful demonstration of

the performance advantages of progressive imaging video technology.

Demonstrations on the giant screens using the Polaroid/MIT camera and the special

high-resolution projector can be arranged at either the Naval Research Laboratory in
Anacostia, or in Santa Monica, CA.



Capturing Reality:
A New Full-Motion Electronic Camera

MIT AND POLAROID CORP. have developed a high-resolution camera which demonstrates a full-motion electronic
imaging system that comes closest to representing reality.

The camera does this by mimicking in various respects the way that the eye and brain capture and partially process
real life images.

There are some 40 million high-resolution desktop computer monitors in the U.S. today which can immediately
display the output of this camera.

The particular design of the capture system enhances virtually lossless compression facilitating both realtime

transmission over such advanced links as digital subscriber loops (XDSL telephone technology) or super-compressed
storage media (DVD disks, for example). 200:1 compression in non-realtime, and 50:1 in realtime, has been
demonstrated using progressive capture imaging.

The camera can be thought of as an electronic "Hasselblad_" for full-motion imaging. It combines the best elements

of film and electronics to produce a rock-steady, grainless, high-resolution, full-spectrum image with imperceptible

scan lines and more than adequate light sensitivity. The image displayed on conventional high-resolution computer

monitors appears to the human eye what it would see if present at the scene. The camera does this by processing
images differently than, and avoiding most of the defects of, existing television and video systems.

The camera is part of a modular systems design facilitating the maximum use of uncoupled and interoperable basic
computer devices for display, transmission, processing, and storage. The implications for advanced electronic motion

photography are obvious. The system has direct and immediate applications in telemedicine, teleconferencing,
instrumentation, intelligence and surveillance missions.

Our system is the only one of the 17 formats recently adopted by the Federal Communications Commission for

broadcast HDTV that is fully compatible with computer processes. The ability to combine real images with software-

generated graphics for computer-assisted training, maintenance and medical procedures is part of out system's basic
design architecture.

New imaging applications require a new video system

While conventional television techniques have been adequate for entertainment electronic imaging needs up to now,
important new uses of video have emerged requiring an image fidelity well beyond the needs of broadcast television
production.

The instrumentation, medical, training and scientific research establishments will likely be a much larger customer
for reality-based advanced imaging devices than the entertainment industries. Industrial, scientific and medical

photography, education and training, all require imaging technology without the discernible artifacts found in

current, standard professional-quality video cameras. (Indeed, the illusions created by the visual escape from reality
in current television and film-based motion pictures are often required, but are in contradiction to what is needed in
non-entertainment electronic imaging.)

Interoperability with digital computers and advanced digital telecommunications systems, scalability upwards and

downwards depending on applications, extensibility to new technology, and open architectures permitting user

modifications are key characteristics of such an approach. Scientific and industrial requirements for imaging

technology were precisely what DARPA had in mind when it contracted with MIT to determine the feasibility of
developing new camera technology that uses coherent, progressive image capture at a high resolution.

MIT-Polaroid High-Resolution Camera 1



How this new imagingsystemworks

The initial development project designed a camera with a CCD that captures the entire image simultaneously, prior
to electrical read out (similar to the rods and cones in the human eye which are sensitized in parallel). This CCD does
not scan the image like all other commercial video and television cameras.

As proof of principle, two cameras meeting MIT's advanced performance specifications were built under contract

with Polaroid. Polaroid subcontracted with Philips N.V. to adapt off-the-shelf high-end camera bodies with the
improved CCD imaging arrays. The CCDs were manufactured by IBM from Polaroid masks.

The cameras have effectively four times current video spatial resolution and at 60frames per second, double the

normal video frame rate. But spatial and temporal resolution are not enough to create an illusion represented reality:

virtually noise-free, coherent, and progressive image capture make this camera design different from all existing
commercial video devices.

The camera maintains comparable sensitivity and color balance associated with conventional high quality
professional cameras. Moreover, the image raster is square, and the aspect ratio can be made variable. This facilitates

superimposition of computer-generated images with real life images, something almost impossible on current video
systems with rectangular "pixels" and inflexible image aspect ratios.

Defects of current television

As the science of opthamoiogy has long recognized, the eye simply does not work like a photographic camera,

however much it superficially resembles such a device. Human sensitivity to video artifacts found in current systems
is inherent in the extremely complex mechanism of the eye/brain linkage. We have demonstrated that artifacts can be
largely eliminated by using different mechanism for image capture.

Several inherent characteristics of conventional television systems, including most proposed HDTV systems, make it

practically impossible to capture, record and display electronic images without degrading artifacts. Television, as

most of us know it, never quite looks like a real scene. Movies come closer, but film degrades images in different
ways because of its random, bouncing grain patterns and frame registration ("judder") problems. Yet, both of these

media may be quite adequate for entertainment. While image degradation is often desired for the illusory effects

necessary to suspend belief in the telling of a story, for scientific, medical, and many industrial and military
applications the need for true, undistorted images is critical.

In all of the presently available video systems, the image capturing device (the camera), the transmission technique
and the display appliance are locked together in synchronism: the image is captured by scanning a light-sensitive

surface on which the image has been projected; and in the display (the television set) a similar, exactly synchronized

beam of electrons excites the cathode ray tube's phosphors. Any amplitude distortions, temporal delays (e.g.
electromagnetic wave reflections from nearby buildings) or other defects occurring at any point in the chain between
camera and display immediately show up in the picture.

Variable aspect ratios are fundamentally impossible because the synchronized scan rate has to conform to fixed
display parameters.

A further characteristic of conventional television is the use of interlaced scanning. Interlacing was required in the

earliest days of crude television to provide the bandwidth compression necessary to transmit the video signal.

Interlacing, basically an obsolete form of compression, creates a picture that is especially sensitive to phase and

amplitude distortions as can be readily seen in the moir_ and fringe artifacts often present in television pictures.

Moreover, interlaced images are missing half of the full image at any discrete point in time. This makes lossless

compression essentially impossible, and also adds visual artifacts created by missing information improperly
processed by the human eye/brain nexus. This usually shows up in various forms of flicker and dot crawl that can

range from mere annoying to the inability to see critical events on the display. Even on very high-resolution TV

systems, at critical spatial frequencies interlace will produce fuzzy edges on rapidly moving objects. So, with

MIT-Polaroid High-Resolution Camera



interlace, it is difficult or impossible to align computer-generated, progressively scanned overlays on real life images

without generating visual vibrations and dot crawl. These most annoying artifacts are exacerbated by the non-square
imaging rasters used by all other video systems except ours.

Summary

In summary, close synchronism means that optimum signal or image processing techniques for each element of the

chain are difficult to apply. Synchronism, coupled with interlace is especially a problem for image compression.
processes.

All current television or video systems, including all the commercial broadcast HDTV proposals (save one) use some

variation of these synchronous and interlaced scanning mechanisms. The one set of HDTV standards permitted by

the FCC which does not use interlace or a non-square raster is the set followed in our cameras. So far, after one year
of demonstrations, ours are the only such devices in existence.

With modern digital transmission, synchronism, interlace and fixed aspect ratios are no longer necessary, but

historical forces have kept current video systems and most proposed HDTV systems from taking advantage of
completely decoupled architectures.

The requirements of modern scientific imaging demand high-performance cameras without introducing artifacts and

false images. Our systems' wide range of sensitivity, resolution, and color balance, coupled with its inherent digital

design friendly to computer processing and appliances, will enable new markets based on image enhancing. A

progressive-capture, high-resolution camera opens the pathway to vastly improved performance and productivity for
existing and new applications.

Clark E. Johnson; 612-922-8541; fax 612-922-8820; e-mail clark@rpcp.mit.edu
Richard Jay Solomon; 617-253-5159; fax 413-267-5172; e-mail rjs@rpcp.mit.edu
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DESIGN AND IMPLEMENTATION OF A 3-CCD, STATE OF THE ART,
750-LINE HDTV PROGRESSIVE SCAN BROADCAST CAMERA

S. M. Spitzer, J. Toker - Polaroid Corp, Cambridge MA

A. Moelands, P. Centen, J. van Rooy - Broadcast Television Systems,
Breda, The Netherlands

B. J. Gerovac - MIT, Cambridge MA

ABSTRACT

This paper describes an HDTV camera system implement-

ing the 1280 x 720 image format supporting the 750/60/1:1

production standard. An interlaced HDTV camera has been

adapted to meet the proposed US HDTV progressive

standard. A new 1" video format, 16:9 aspect ratio progres-

sive scan, frame-transfer (FT) CCD sensor with square

pixels was designed, and sensor incorporation and camera

adaptations were implemented. The new sensor is described

and the impact of the 750-line standard is discussed. The

first prototype of this camera will be demonstrated at the
1996 NAB show.

INTRODUCTION

The CCD image sensor was introduced into broadcast cam-
eras around 1986. In 1992 the first HDTV CCD camera

system to meet the proposed (European) EUREKA HDTV
standard was introduced tit. This LDK 9000 camera system,

designed by Broadcast Television Systems (BTS), is based

on a 1" frame-transfer sensor that was developed to support

the 1250/50/2:1 interlaced European standard as well as the
new American 1920 x 1080 format 1125/60/2:1 interlaced

production standard. Tiffs camera has been u_ed for the pro-

duction of test material by the Advanced Television Test

Center.

The Advisory Committee for Advanced Television Services

(ACATS) recently released its proposal for a new U. S. tele-
vision standard commonly referred to as HDTV [2]. The

development of a progressive scan format for HDTV has

been driven by concerns such as compatibility with com-

puter systems, ease of compression, freedom from flicker

(especially with graphics), and better temporal resolution.
As discussed in the ACATS process, the interoperable and

extensible HDTV system can serve not only entertainment
and television, but can also offer economic and qualitative

benefits to education, health care and human services, com-

mercial enterprise, and the information infrastructure.

Several factors were considered critical to achieving inter-

operability [31. One of these factors is the use of progressive

scan square pixel image formats in capture, transmission,

and display. Thereby, the television equipment can be ex-

tended to and stimulated by applications in computer

communications, high quality imaging, synthetic imaging,

animation, motion pictures, and so forth. The information

infrastructure needs an image architecture that eases ex-

change between industries and applications.

Significant technical hurdles have acted as barriers to de-

ploying a progressive scan HDTV system. Nonetheless, the
Grand Alliance did incorporate progressive scan among

their formats. Most experts agree that a progressive scan

system is ultimately desirable and certainly inevitable in the

proposed lifetime of HDTV, though the time frame is
debated.

The major technical hurdle has been the difficulty in pro-

ducing a progressive scan camera of comparable sensitivity

and specifications to a studio quality interlace scan camera.

Existing commercial and prototype cameras have been

inadequate. Indeed, the existence of adequate component

technology has been in doubt. Herein laid the motivation

for our research and development efforts.

Through a cooperative effort between the Polaroid Image

Sensor Technology Division and BTS the LDK 9000

HDTV CCD Camera system was recently adapted for the

progressive 1280 x 720 standard (750/60/1:1). A new
frame-transfer sensor meeting this standard was developed

at Polaroid to be optically, electronically, and mechanically

compatible with the previous interlaced sensor, although
differing in image format and timing. The main adaptations

of the camera system performed by BTS included the fol-

lowing elements:

- Camera/sensor pulse generator

- Camera Processing Unit pulse generation

- Vertical contour delay

- 7 inch view finder

Apart from the above-mentioned functions, minor adapta-
tions were made in several areas to meet the timing specifi-

cation and to optimize sensor performance.
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Parameter Value

Aspect Ratio 16:9

Interlace hi (progressive)

Field frequency
Total number of lines

Number of active lines

Line frequency

60 Hz

750

720

45,000 Hz

Total line time 22.222 p.sec (1650 samples)

Active line time 17.239 psec (1280 samples)

Horizontal blanking 4.983 p,sec (370 samples)
Sample frequency 74.25 MHz

Sync pulse Tri-level

Table 1. Main characteristics of the 750/60/1:i 1280 x 720
production standard

PROPOSED 1280 X 720 PROGRESSIVE TELEVISION
STANDARD

Interlace scanning has proven to be an efficient way of sam-

piing pictures. The flicker perception of the human eye
demands a refresh rate of the CRT of at least 50 times per
second to prevent large area flicker. In order to save band-

width, it was decided to refresh alternately the odd lines and

even lines, thus doubling the vertical resolution for a given

signal bandwidth. This means that for a given signal band-
width the number of pixels in an interlace standard will be

twice the number ofpixels in a progressive system, resulting
in a better static resolution.

But interlace scanning also shows some well-known arti-

facts, especially with moving pictures:

- It is impossible to combine two fields to one picture for
moving objects, as each field comes from a different

moment in time. This is a major drawback for creating
still pictures from a moving scene, and for video to film
transfer.

- While, with proper filtering, the frame can be nearly
free of aliasing, each field may contain aliasing since it

has only half of the samples in the vertical direction.

The human eye has to integrate out aliasing effects per
field, to see the full frame resolution of the picture. This
results in small area flickering at field rate. The cancel-
ling of aliasing between fields only holds for still
pictures.

- Even at slow vertical movement of one line per field

vertical aliasing is dramatically increased. This is espe-
cially visible on slowly moving almost horizontal lines
in the picture.

With the move to digital television, the performance of the

compression system becomes critical. Compression of in-
terlaced signals is more complex and performs worse than
compression of progressive scanned signals, where the en-
tire image is sampled at the same time.

The 750-1ine 1280 x 720 format progressive scan standard

provides a good, practical solution to the problems of inter-

lacing while obtaining excellent compatibility with inter-
laced HDTV 141. The key characteristics of this standard are
given in Table l tSl

Several features of this standard greatly add to its
practicality. Firstly, the picture format uses exactly 2/3's
the horizontal and vertical pixel counts of the interlaced

standard for ease in resampling. Next, the field and pixel
frequencies are identical allowing the use of the same pro-
duction equipment. In addition the line time is 314's that of

interlaced potentially easing analog delay designs. Finally,
adequate horizontal and vertical retrace intervals are
allowed.

CCD SENSOR

The CCD sensor was designed specifically for progressive

scan high definition video applications. With square pixels,
an active array of 1280 x 720 pixels (1296 x 730 total pix-
els), a 16 mm diagonal for use with 1" format lenses, and
with 60 frames/second operating speed, this sensor is ideal

for the proposed 750/60/1:1 progressive-scan HDTV stan-

dard (Table 2). The frame-transfer architecture used pro-
vides high sensitivity, high fill-factor, no lag, and no smear
when used with a mechanical shutter wheel as in the LDK

9000. The imager (shown in Figure I) consists of the im-

aging array with both active and dark reference pixels, a full
resolution storage section, a dual-channel horizontal regis-
ter, and two output buffers.

The imaging pixel (Figure 2) is a 3-phase buried channel

Parameter Value

CCD-type FT

Optical format I inch

Image diagonal 16 mm

Image area width 14.00 mm

Image area height 7.88 mm

Number of lines 730

Pixels/line 1296

Pixel width 10.8 _tm

Pixel height 10.8 lam

Chip width 15.29 mm

Chip height 15.25 mm

Chip area 233 sq. mm

Output registers 2

Pixel output rate 74.25 MHz

Frequency H-clocks 37.125 MHz

Swing H-clock 5 V

Frequency V-clocks 2.475 MHz

10VSwing V-clock

Table 2. CCD characteristics
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device with integrated vertical anti-blooming protection. It

is 10.8 x I0.8 microns square. The device is formed with

three polysilicon layers, one for each phase, with large open
areas (>33eb of pixel) for enhanced blue light sensitivity.
The vertical N-type buried channels are separated by P+

channel stops. The P-Well doping is modulated to form a

weak spot in the center of the channel that acts as the anti-
blooming barrier, which turns on when the pixei fills up to
drain excess photocurrent down into the lightly N- doped

epi layer. The storage pixel is configured similarly, al-

though it uses wider poly gates for greater charge storage
density. Thus the storage pixel could be made smaller

(9.0x10.8 microns).

Since this sensor was designed to be compatible with the

already existing camera, the process was carefully adjusted

to give proper operation at the supplied clock voltages. This
was complicated by the large number of functions that the

pixel must implement: light absorption, charge collection,
vertical overflow drain, charge transport, and charge reset

(frame clear) for exposure control. _

High vertical transport shift frequency (2.475 MHz) is re-

quired to move the charge from image to storage section
during the brief optical blanking period provided by the
shutter wheel. This frequency is by necessity higher than

that used in the interlaced design because there are more
lines to move (730/frame versus 589/field). Two-level alu-

minum wiring was used to shunt the polysilicon gate resis-

tances resulting in less than 1 ohm equivalent series
resistance. This allows the roughly 6 nf capacitive load to

be driven at the required speed. Narrow aluminum straps

connecting the poly gates run over the channel stops in the
imaging section so that they have minimal impact on light
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Figure 3. Double-level metal clock interconnect

A1

B3

sensitivity. Care was taken in their design to ensure that no

fixed pattern artifact such as stripes was introduced by the

straps. These are connected by busses on the second alu-
minum layer running across the storage section as shown in

Figure 3. These busses are tied to package leads at each end
to further lower series resistance.

During readout the charge is shifted one line at a time from
the storage section into the horizontal registers. These

charge packets are split up into the two registers on an even-
odd column basis, using just a single transfer gate. The two

registers operate in parallel at one-half the pixel frequency
(37.125 MHz). The charge is transported along the 4-phase

buried channel register to the matching sense nodes. The

camera provides 4 phase clocking with 4-5 volt amplitudes,

which posed a greater challenge in this design because the
square pixels are wider and hence the horizontal gate length

is greater reducing the fringing fields which assist charge
movement. Extensive simulation was performed to ensure
that excellent horizontal charge transfer would be achieved

even at high clock frequencies.
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Parameter Value

Sensitivity (at sense node) 14 uv/e-

Amplifier gain 0.4

Noise after DLP in 30 MHz 33 e-

Bandwidth output 150 MHz

Quantum efficiency (peak) 26%

Sensitivity with BG40 2150 e-flux

Overexposure 100,000 X

Full well capacity 40K e-

Dynamic range 62 db

Sampling frequency vertical 92.6 line-pairs/mm

Sampling frequency horiz. 92.6 line-pairs/ram

Image lag none

Smear (incl. camera) none

Table 3. CCD Performance

The output buffers are fairly conventional three-stage
source-follower design. All three drive transistors are sur-

face channel, giving high transconductance for low noise

operation. The bandwidth (>120 MHz) is high enough to
ensure accurate signal transmission. The layout of the two

buffers was arranged to ensure they would match even with
layer-to-layer misalignment during fabrication. The two

video output signals are combined in the video pre-processor
using the delay line principle (DLP).

Measured performance of the initial samples of the CCD
sensor is summarized in Table 3.

OPTO-MECHANICAL DESIGN

The opto-mechanical system of the I" CCD HDTV camera

is designed to use lenses with a maximum aperture of f/1.2.
The system consists of (from front to back): seal glass, IR-

filter, retardation plate, shutter wheel, two 4 position filter
wheels (for effect and ND filters), beam-splitter, optical

low pass filters and sensors. In the adaptation of the optical
system to the progressive format, in addition to the sensors

only the optical low pass filter was changed.

Modulation Transfer Function

The modulation transfer function (MTF) of the camera is

determined by the lens, optical low-pass filter, aperture of
the image cell, and the electrical sample-and-hold. The
MTF of the lens at f/4 is mainly diffraction limited. The

MTF of the optical low pass filter is cosine shaped. The

aperture of the image cell and the sample and hold both have
sin(x)/x characteristics. Based on this model one expects a
MTF of 47% for a sine wave at 27 MHz, versus a measured
value of 50% (Figure 4).

Aliasing

A CCD-camera is a two-dimensional spatial sampler. The
kings of fashion do not care about Nyquist nor does Nature!

Therefore in everyday life the Nyquist condition - that the

urF1%)

N

\
\
\ /

/

/

0

50 100

Frequency (MHz]

Figure 4. "Themodulation transfer function (MTF) of the camera
Shown are theseparatecontributions of lens,opticallow-passfilter
(O-LPF), aperature of the pixel, and the sample-and-hold.
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Figure 5. Shown are the MTF of the camera-head and the residual
aliasing due to folds at the pixel sample frequency of 74.25 MHz

maximum frequency of the optical signal must be below
half the sampling frequency - will be violated. This will
cause Moire, or aliasing, patterns, which will create low-

frequency patterns the eye is very sensitive to.

The frame-transfer image cell has a large aperture and there-
fore has intrinsically good horizontal and vertical aliasing
behavior for higher spatial frequencies (greater than the

Nyquist frequency). An optical low-pass filter helps to re-

duce aliasing further, especially at lower frequencies, by
introducing dips (or notches) in the MTF. These dips must

be at the vertical sampling frequency (92.6 line-pairs/mm)
and at the horizontal sampling frequency (74.25 MHz, or
92.6 l-p/mm) for maximum effect (Figure 5). The need for

a vertical anti-alias filter is unique to this progressive scan
camera, since interlaced CCD sensors typically have con-
siderable overlap in the even and odd scanning apertures
that performs a similar function at the cost of vertical
resolution.
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VIDEO PROCESSING INCLUDING CONTOURS

Video processing in a progressive scan camera is not very

different from the processing in an interlaced camera. The

processing of the LDK 9000 camera has already been de-

scribed in an earlier paper [q. It consists of a part in the

camera head (Figure 6), and further processing in the cam-

era processing unit (CPU) (Figure 7).

Important design objectives for the LDK 9000 video pro-

cessing were:

- Gain control over full temperature range.

- High dynamic range.

- Headroom before highlight compression of more than
14 dB.

- Signal/Noise deterioration due to video processing less
than l dB.

- High quality, reliability and operational flexibility.

- Low power consumption.

Operation following the 1280 x 720 progressive standard

calls for some specific adaptations as compared to the 1920
x 1080 interlaced standard:

- Line time is changed from 29.6 usec. to 22.2 usec. This

calls for different line delays in the contour delay unit.

- Active line time is changed from 25.8 usec. to 17.2 usec.

This calls for a more accurate timing in the video pro-

cessing as timing errors will be more visible on the

display.
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Figure 7. Video Processing CPU

R/Pr

_ol

m i

B/Pb

I

- Vertical contours will look different -- the vertical con-

tour generation in a 1080 line system is field based, with

the 0T, 1T and 2T lines 1/540 picture height apart. In a

720 line progressive system vertical contours are gener-

ated from lines with a spacing of 1/720 picture height.

This results in a higher vertical peaking frequency for

vertical contours in a 720 progressive system.

- Horizontal contours will have a lower spatial frequency

peak in the 1280 x 720 progressive scan system. This

can be changed by shortening the delay lines in the con-

tour processor, but there are practical limitations im-

posed by the lower Nyquist frequency of the 1280 x 720

system.
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Figure 8. Multicore Transmission system

SIGNAL TRANSMISSION

The connection between camera and processing unit is
formed by an interconnection system of cable and electron-

ics specifically designed to maintain signal quality. A

multicore cable can be used for short distances up to 300
meters. For longer distances, the multicore cable can be ex-

tended with a fiber optic system. Four coaxial cables are

required for the R, G, B and view finder video signals. The
remaining signals (figure 8) could be multiplexed into a sin-

gle bidirectional coaxial cable, or into two separate single
directional cables. This latter approach is used to achieve a

simple interface with an optical fiber. Additionally, power
wires are added, yielding a custom-made circular cross-
section multicore cable.

The electronics provides automatic compensation for all
multicore cable lengths between 0 and 300 meters. This is

realized by dividing the total compensation into a fixed part
and an adaptive part. The fixed part can compensate any

cable length within an increment of 12.5 m. The compensa-
tion determined at power-up, by means of a successive

approximation measurement. The adaptive part, which is

independent in each channel and continuously active, has
two functions:

- It has to compensate the last residual cable length within
the resolution of the fixed part,

- It has to compensate (the frequency dependant) loss dif-

ferences as Caused by such things as temperature chang-
es of the muiticore cable and differences between the
individual coaxial lines.

Delay differences between the coaxial lines is kept small by
using high quality coax: maximum 1.5 ns between R, G,
and B video signals at 300 meter cable length.

7 INCH VIEW FINDER

The main challenge in adapting the view finder to the pro-
gressive scan 1280 x 720 format was operating at much

higher line frequency (45 KHz) given limitations on power
dissipation and demands for high brightness and contrast. A

stable high voltage source is required to prevent "breathing"
at high beam currents and to secure high resolution
performance.

Although spatial frequencies are lower for 1280 x 720 than

for the 1920 x 1080 system (27 MHz bandwidth gives 780
TVL for 1920 x 1080 versus 520 TVL for 1280 x 720), fo-

cus assist is still a valuable tool for the camera operator.
Apart from peaking in the view finder, the HDTV camera

system is provided with two focus assisting tools:

- Magnifier: Momentary activation of this function en-

larges the center part of the image by approximately 1.6
times, filling the whole screen.

- Crawler: Small details in the picture are converted to a

more coarse structure, which gives edges and other fine

details a highly visible crawling pattern. Optimum focus
is obtained when this crawling serration reaches the

maximum intensity. It acts more or less like "peaking"
and can be used continuously.

CAMERA SYSTEM

The camera being presented is part of a complete system

configured for broadcast applications. The system, as mod-

ified for the progressive standard, consists of the following
system components:

Camera head

7-inch view finder

Camera Processing Unit (CPU)

Multicore cable

Master Control Panel (MCP)

Operational Control Panel (OCP)

Lens

Accessories

The camera head has been designed as a compact, light-
weight, modular unit (Figure 9). The camera features two

four-position filter wheels with three neutral density filters
and two special effect filters.

The 7-inch view finder can be mounted on a optional

specially-designed support above the camera. The support
is designed to accept the lightweight camera combination.
The camera, with an optional 1.5-inch view finder, can be
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Figure 9 Camera head

easily placed upon or taken out of this support, leaving the
support and 7-inch view finder on the tripod.

The CPU is a 19 inch rack mountable component which is 3

standard units high. The device is constructed using stan-
dard Eurocard PC boards and a rear connector panel with all

signal interconnection options commonly used in broadcast
studios.

The control panels follow the Series 9000 control philoso-

phy, as used with all BTS standard TV cameras. The Master
Control Panel gives access to most of the set-up controls via

menus. The Operational Control Panel (OCP) provides all

the operational control functions of the HDTV camera. The
OCP is arranged with user-friendly directly accessible
controls.

The camera can be used with a wide range of lenses built

with internationally standardized interfaces. The camera

presented is equipped with an 11 x 11 barrel-type lens from

Fujinon. This heavier barrel-type zoom lens is supported by
standard film-style accessories: a bridge plate underneath

the camera accepts support rods, lens supports, matte boxes,
etc.

The main camera system characteristics are summarized in

Table 4. Performance specifications are summarized in Ta-
ble 5.

For picture evaluation during the development period a Bar-
co color monitor, Reference Calibrator model 121, was

used. This monitor is capable of displaying 1280 x 720 pro-

gressive signals without effecting picture quality. Noise
measurements were done on the Rohde & Schwarz VNA

(Video Noise Analyzer). The Tektronix 1730HD Wave-
form monitor was used.

- An electronic white balance range from 2500K to
15000K.

- Highlight compression in automatic and manual
mode.

- Black stretch in Y and R,G,B.

- Colorimetry according to EUREKA/EBU standard.

- 2-Dimensional contours.

- Electronic shutter with 5 and 2 msec exposure time.

Also 50 Hz and 60 Hz lighting positions are

available.

- Camera power consumption approximately 22 W.

Table 4. Main camera system characteristics

- Modulation Transfer Function of over 40% at 520

TVL (27 MHz) without contours.

- Limiting horizontal resolution of 700 TVL.

- Sensitivity of 1200 Lux at 1::/4.

- S/N ratio of 50 dB at a bandwidth of 30 MHz.

- The max. lens aperture is F/I.2.

- Dimensions approx. 140 x 210 x 350 ram.

Table S. Camera system specifications



CONCLUSION
WereporthereonthefirstCCDHDTVbroadcastcamerato
demonstratethenewlyrecommended1280x 720progres-
sivestandard(750/60/1:1).A frame-transferCCDwas
custom-designed,andabroadcast-qualityinterlacedHDTV
camerawasmodifiedtomeettheprogressivestandard.
A prototype camera has been built and is demonstrated at

the 1996 NAB Exhibition. This camera meets all specifi-

cations as presented in this paper, and meets all goals toward

proving the feasibility of the 750-line progressive HDTV
standard.

The LDK 9000 system, with the 1250/50/2:1 standard, has

already been in use for 4 years in Europe. During this time

these systems have been used, to complete satisfaction, at a

wide variety of events. A modified system for the new

American 1920 x 1080 production standard (1125/60/2:1)

was used for the production of test material by the Ad-

vanced Television Test Center. It is anticipated that this

proven record of reliability and success will carry over to
the progressive scan camera.

This project represents a successful embodiment of collab-

oration between industry, university, and research laborato-

ry to accomplish more in a shorter period of time than any
one could do alone.
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MIT/POLARIOD DIGITAL IMAGING SYSTEM

The MIT/Polaroid camera that you have seen demonstrated is the culmination of four years of
work on a complete digital imaging chain. Supported by MIT and funded by ARPA, this new
approach to image capture and display consists of the following components. While only the
camera has been fully implemented, the other essential elements have all been designed. The
underlying criteria was to develop a fully digital image capture, storage and display system with a
wide range of capabilities with capabilities that are user and application selectable.

Motivation for this work partially arose from the extreme difficulties experienced by development
of an HDTV standard that met the necessary requirements of extensibility, scalability and
interoperability. Only by fulfilling these essential criteria can future imaging technologies be
painlessly introduced into the system.

The imaging system consists of four components.

1. Image Capture. The MIT/Polaroid camera consists of an advanced CCD image cvapture
array. Three of these 720 x 1280 (effective) pixel CCD's are carefully mounted on a beam
splitter and each is preceded by a dichroic filter to select the three primary colors. An electronic
shutter whose speed can be adjusted from infinity to 11200 of a second permits the camera to be
used as a still camera or as an electronic movie camera.

A significant advantage of this camera over conventional TV studio cameras is its frame capture
capability. That is, it operates like a high-speed "still" camera. All of the image is captured at
once; in contradistinction to a TV camera where the image is scanned, point by point, dudng the
1/30 second frame time. The image scanning of current conventional television systems is an
absolute requirement resulting from the need to synchronize all steps of the process from image
capture, through transmission, display and, if required, storage on a VCR.

This digital imaging system completely decouples the various components. No synchronization
is required among any of the system components. Thus this imaging system meets the
requirements of interoperability, scalability and extensibility.

2. Display. The MIT/Polaroid camera demonstration uses a high-resolution color computer
monitor. There are a wide variety of other dsplays available includingthe Texas Instruments
DMD (digital mirror device) and the Hughes/JVC light-valve projector. Display technology is
currently adequate to provide full rendition of the camera's capability.

3. Storage. Most applications require preservation of the image for display/analysis at a later
time. Currently there is no commercially available data recorder that will handle the full-
resolution data rate of the MIT/Polaroid camera operating at 60 frames/second (1.2Gb/second)
directly. The Panasonic D-5 recorder can be altered to work, requiring some electronic
modifications along with a format converter.

4. Image Compression. Some degree of compression can be used in all imaging applications.
"Lossless" compression (that with no loss of information) yields about a 4 times data reduction.
Further compression has some effect on image quality, however, by taking advantage of the
human eyes' sensitivity variation with position and motion, compressions up to a factor of 100 or
more can be used without visible degredation of the image. The use of compression is very
application-dependent. Presently, a 200:1 software-implemented compression scheme can be
demonstrated. Its conversion to silicon (hardware) is an essential component of a future

development effort.

5. Transmission. There are many methods to get the image signal from the camera to the
recorder and display, ranging from fiber cable to broadcast to coaxial cable. In general, the



Iransmission method determines It]e bandwidth avadable. However, since the system is
scalable, a bandwidth-limited transmission simply reduces the quality of the displayed image.

SOME APPLICATIONS

A. "Real0resence" Videoconferencing.
This application links the MIT/Polaroid camera to a projection display such as the BARCO high-
resolution projection system. Incorporated into properly designed conference rooms with
"surround-sound," it would provide outstanding teleconferencing capability. The system would
be designed to minimize bandwidth consumption by using variable frame rate image capture (no
sense in using high frame rates when everyone is snoozing!) along with variable compression.

Such a high-resolution video-conferencing system would have application in a wide range of
customer environments. As an example, the textile and garment industry might use video-
conferencing to cut down turn-around time between nascent and rapidly-changing fashion
demands. One can easily envision designers scattered thoughout the world connected directly to
the factories in North Carolina or the Far East.

B. Remote Education. Professional Training and Remote Medical Diagnosi-_
Many studies have shown that high-quality images, approaching reality, can enhance and may
actually be essential to the use of computer-based teaching tools. Current NTSC and the
proposed HDTV television systems cannot fulfill the image quality requirement.

Remote medical diagnoses is an essential component of a nation-wide health-care program. It is
essential that the same quality of medical care be available to rural areas as to residents of large
cities. With the continuing refinement of medical technology, much of which is image-based
(e.g. MR scans, X-rays, uitrasound-to name only a few), a real-time, bi-directional, high-
resolution imgae capture, transmission and display system is essential. The imaging system
described herein has all the components necessary to satisfy the medical imaging requirements.

C. Museum and Historical Artifact Archivinn
The best approach for developing the techniques and technology for museum archiving is to use
a high-reolution imaging system. By taking a "picture" of the object (or, for that matter a
building) from several angles and then post-processing the various digital images, a true three-
dimensional image is generated. All images are stored for later use. The viewer then has the
ability to "move" the image around and "see" it from any angle.

D. Military_Reconnaissance.

In military surveillance operations, size, weight and light sensitivity are the most important
parameters. Recent developments in CCD sensor technology would provide the same sensitivity
on the CCD's receptive area about 25% of that used in the present camera implementation. This
reduction in size permits much smaller lenses as well as a much reduced camera body. The
decrease in signal-to-noise ratio inherent in the smaller CCD pixel size can be overcome with
improved signal-processing techniques.

E. Other Aoplications
For the first time, it is now possible to have both a "still" camera and a "movie" camera in the
same body. The tradeoffs between exposure time and sensitivity that we are all familiar with in
35mm cameras exists here. Only now the images can be enhanced electronically and the color
"gamma" adjusted to the user's requirements. A single-body, dual-use movie/still camera has
many applications. Those of the military, where space and weigh limitations are critical, is only
one example.
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PTC-9000 Specifications

Camera System
Production standard

• 750 line/60 frames/sec/l:l
progressive

Image Format

• 1280 x 720 square pixel
Aspect Ratio

• 16:9

Optical System

• 1-inch format

• Image diagonal 16mm

• Standardized lens interface acc.
EBU, BTA, SMPTE

• Prime lenses, barrel and box

type zoom lenses up to f/1.2

• Low optical axis, approx. 90ram

• Accepts Arri film style accessories.

• Two motor-driven filter wheels,
each with 4 positions

• Optical low-pass filtering

Video Performance

Sensitivity

• Approx. 1200 lux at f/4

Maximum Sensitivity

• 25 lux at f/1.2 + 12 dB gain
Signal to Noise

(at normal gain)

• Approx. 50 dB in Y

Modulation Depth

• 40% at 27 MHz

Registration

(without lens errors)

• Typical 0.05% of picture height
Exposure Control

• Nominal, 50 Hz, 60 Hz,
1/200 s, 1/500 s

Video Signals
Camera head output

• Viewfinder video

(return video or local green)

• Monitor/Viewfinder output

• Teleprompter 5 MHz

(with large lens adapter)

Camera Processing Unit
•

R,G,B,S

Y, Cr, Cb

Switchable R, G, B/Y, Or,Cb
Picture Monitor

Waveform Monitor

Ext. 1, 30 MHz bandwidth

Ext. 2, Teleprompter, 5 MHz
bandwidth

Reference

Audio

(Available only with Large Lens
Adapter)

Camera to CPU

• Two high quality audio channels
with remote gain control

Phantom power

•12or48VDC

Intercom

CPU to Camera Head

• Engineering

• Production

• Program

Camera Head to CPU

• Camera operator

• Floor manager (large lens adapter)

Maximum Cable Lengths
Multicore

• 985 ft. (300 meters) camera to CPU

Fiber Optic System

• Max. 6,560 ft. (2 kin) with remote

power, 4xi,640 ft. (4x500 meters)

Viewfinders

• 1 1/2" and 7", with focus assistance:
crawler, magnifier

Power supply
Line Voltage

• 115-230 V+/-15%, 47-63 Hz

Power Consumption

• CPU: 100-300 watts, depending on
camera configuration

• OCP: 5.5 watts

• MCP: 23 watts

Approximate weights
• Camera Head: 15 Ibs.

• CPU: 33 Ibs,

• OCP: 33 Ibs.

• MCP: 13 Ibs.

These typical specifications are subject
to change without notice.

For further information please call us

at (617) 386-8747 or by fax

(617) 386-3900

7" V_ewf_cler

?'Mount

Terminal

Panel
1.8" Vlewfinder Multicore Cable 300m max.

Shoulder Mou_ I _ : Mult_ore _ble

IMult_cote Cable 15m max. _

I"
Control Coble 4 p J I

I PU M .... _4HItfOI ' -- " I'_

I "'_ I_

Mem_, Cmrd

Remote Control J

intorfaco

I Control Cable

Operational

Combrol

Panel

Polaroid Corporation, Image Sensor Technology Division, 565 Technology Square, 8th floor, Cambridge, MA 02139
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CTC
Communications Technology Center

August 13, 1999

College of Engineering
Florida Atlantic University

777 Glades Rd.
P.O. Box 3091

Boca Raton, FL 33431-0991
(561) 367-2343: FAX (561) 367-3418

Dr. William Hunt

Georgia Institute of Technology

Department of Electrical Engineering
Atlanta, GA 30332-0250

Dear Bill:

A two-sensor camera concept that had been patented and assigned to FAU was proposed to Georgia Tech as the

basis of a camera development program. In this program, under subcontract to Georgia Tech, we first simulated the
high-definition, progressive camera architecture at 525 lines using a Pulnix camera and a camera purchased on a
previous project. These successful results were reported in a paper published in the SMPTE Journal. z

We then built a breadboard high definition camera mounted on an optical bench. We used two experimental CCD
sensors made by Eastman Kodak in the camera. This was the first demonstration in the world of a color camera

with 1920 x 1080 pixels progressively scanned at 60 frames per second. This is the progressive SMPTE 274M
standard. It has been a long time objective for HDTV for 15 years. This is the first camera to achieve that

objective. Since this was a breadboard using an early version of the Eastman CCD, it was not a practical camera.

Since it was an optical bench, you couldn't move it.

We subsequently built a more practical camera, on a DARPA contract, using the equipment purchased on this
subcontract, plus additional materials. This camera was delivered to the NAVY for underwater experiments.

We built a commercial camera of this general design on a commercial contract and demonstrated it at the annual

SMPTE conference in New York City. Because of the considerable interest generated by this demonstration, our
commercial sponsor licensed the commercial rights to the design.

We are currently completing an improved version of the camera on DARPA funds for delivery to the Navy. This

uses an improved CCD sensor by Eastman Kodak and has all digital processing of the signals. It also can be

recorded on a RAID recorder and has a standard SMPTE 292 digital serial output, so that the signal can be
transmitted over either coaxial cable or fiber.

Enclosed is the final close out documentation required by the subcontract. Thank you for your assistance in these
matters.

Sincerely,

William E. Glenn, Ph.D.
Director

W. E. Glenn, and J. W. Marcinka, "The Development of a 1920 x 1080 Pixel Color CCD Camera Progressively Scanned at 60
Frames Per Second," SMPTE Journal, October 1997.

An Affirmative Actlo.-_quel Opportunity Institution



DIVISION OF SPONSORED RESEARCH

(S61) 297-2310

FAX (561) 297-2319

FLORIDA ATLANTIC UNIVERSITY
777 GLADES ROAD

P.O. BOX 3091

BOCA RATON, FLORIDA 33431-0991

July 20,1998

Ms. Danielle J. Herrmaun

Contracting Officer

Georgia Institute of Technology

Atlanta, Georgia 30332-0420

Re: Closeout of Subcontract No. E-21-H83-G4

Dear Ms. Herrmann,

We are submitting the following close out documents per our conversation.

Subcontractor's Release (State the cumulative amount invoiced)

Subcontract's Assignment of Refunds, Rebates, Credits, and Other Amounts

Final Property Report

Copy of Final Invoice

If you have any a_trative questions please contact me at 561-297-2366. Thank you for
your assistance in these matters.

ectfully, /3

Beth A. Swerdloff, Assistant Director

Division of Sponsored Research

C_ J. Engelbrecht
E.Bemmel

Boca Raton • Fort Lauderdale • Dania • Davie • Palm Beach Gardens • Port St. Lucle
A Member of the State University System of Florida

An Equal Opportunity�Access�Affirmative Action Institution



GEORGIA INSTITUTE OF TECHNOLOGY

ATLANTA, GEORGIA 30332-0420

Subcontract No. E-21-H83-G4

Final Property Invento_ Repot(

(Check one)

I. _ Attached is a listing of property items acquired and/or

accountable under this subcontract. Requested disposition of
each item is also noted.

2. ---_ I certify that there we items of r acquired and/or
accountable ct. p operty

7/9/98

_istant Controller
Title
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SUBC'X)I_r'rI_L_kC_rOR'SASSIGNMEMT OF P.J_F'UNDS,

I_LEBATES, Ci_EDITS, _ OTHER AMOng

SUBCOI_t'RACT No. E-21-H83-G4

Pursuant to the terms of subcontract No. E-21-H83-G_under Prime Contract No. NAGW2753 and in

consideration of the compensation as provided in the said subconu-act and any assignment thereunder, the

Flnrida Atlantic Universit.y_ 777 Glades Road, Boca Raton, FL 33431

(Subcontrsctor's Nsme and Address)

hereinafter called the Subconu_?r) does hereby:

1. Assign, Iransfer, set over and release to Geor2ia Institute of Technolot-/ (hereinafter called the
Contractor), all fights, title and interest to all refunds, rebates, credits and other amounts, (including any
interest thereon) arising out of the performance of the said sub_nu'act, together _th all the rights of
action accrued or which may heree_qer_2_'rue thereunder.

2. Agree to take whatever action may be necessary to effect prompt collection of all refunds, rebates,
credits, and other amounts (including any intere_ thereon) due or which may become due, and to
promptly forward any such proceeds to Georgia Institute of Technology, Office of Contract
Adminisn'ation, Atlanta, Georgia 30332. The reasonable costs of any such action to effect collection
shall constitute allowable costs when approved by the Contracting Officer as stated in the said

subcontract and may be applied to reduce any amounts otherwise payable to the Contractor under the
terms hereof.

3. Agree to cooperate fully with the Contractor as to any claim or suit in connection with refunds, rebates,
credits, and other amounts due (including any interest thereon); to execute any protest, pleading,
application, power of attorney, or other papers in connection therewith; and to permit the Contractor to
represent it at any hearing, u'ial, or other proceeding arising out of such claim or suit.

W'I'I'NESS _TI-IEP..EOF, this release has been executed this 9th day ofj,__.._ 19 98

/, /
FloridaAt_University

Typed Name:_

(Note: in the caseof a eorporatiou, with ire Rot required, but tle folklwiug certificate must be
completed.)

CER'rlt'ICATE

, emily that 1 am
1

of the

that

was then

that said release was duly signed for and on behalf of said

authority of its governing body and is within the scope of its corporate powers.

(O_ficial Title)

named as Sutsumtractor in the foregoing release;

who signed said release on behalf of the Sub.retractor,

(Official Title) of said

,by

Date:

Signature:

Typed Name:

Title:



SUBCONTRACTOR,SREL£ASg
SUBCONTRACT No. E-21-H83-G4

Pursuant to the terms of Subcontract No. E_21_H83__ 4 underPrimeCon_.actNo. NAGW2753

and in consideration of the sum of i h H & Sevent -nine'Thousand Three Hundred

& Sixty-five and 86 cents dollms($ 879,365.86 }whichlmsbeeaoristobepaid

under _e said subcontractto:

• , o .

(Subcontractor,s Name and Address)

(hereinaftercalledthe_,_;_gOJI)KL@_ortoitsassignees,if'any,theSubcontractoruponpaymentofthesa/dsum by

G.eorgia Institute of Technolog_, (hereinafter called the _ does ternise, release, and discharge the Contractor,
its officers, agents, and employees, ofand from all liabilities, obligazions, claims and demands whatsoever under or-_smg fi'o:n the -._xidsu_,_nU-act

The Subcontractor agrees, in connection with patent matters thaz it will comply with all of the provisions ofthe said
subcontract, including without limitation thoseprovisions relating to notification to theContntcting Officer and
relating to the defense of prosecution of litigation.

IN WITNESS V/HEREOF, this release has been executed this 9th day of
19 98.

WITNESSES Signature:

Typed Name:

Title:

mmel

troller

CERTIFICATE

|

of the

that

was then

that said release was duly signed for and on behalf of said

authority of its governing body and is within the scope of its corporme powers.

• certify tl_ I am . (Official Tide)

named as Subconu.actor in the fm_oing release;

who signed slid release on behalf"of the Subcontractor,

(Official Tide) of said

by

Date:
Signamre:

Name:

Title:
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CTC
Communications Technology Center

August 13, 1999

College of Engineering
Florida Atlantic University

777 Glades Rd.
P.O. Box 3091

Boca Raton, FL 33431-0991
I561 ) 367-2343: FAX (561) 367-3418

Dr. William Hunt

Georgia Institute of Technology

Department of Electrical Engineering
Atlanta, GA 30332-0250

Dear Bill:

A two-sensor camera concept that had been patented and assigned to FAU was proposed to Georgia Tech as the
basis of a camera development program. In this program, under subcontract to Georgia Tech, we first simulated the

high-definition, progressive camera architecture at 525 lines using a Pulnix camera and a camera purchased on a
previous project. These successful results were reported in a paper published in the SMPTE Journal. I

We then built a breadboard high definition camera mounted on an optical bench. We used two experimental CCD
sensors made by Eastman Kodak in the camera. This was the first demonstration in the world of a color camera
with 1920 x 1080 pixels progressively scanned at 60 frames per second. This is the progressive SMPTE 274M
standard. It has been a long time objective for HDTV for 15 years. This is the first camera to achieve that

objective. Since this was a breadboard using an early version of the Eastman CCD, it was not a practical camera.
Since it was an optical bench, you couldn't move it.

We subsequently built a more practical camera, on a DARPA contract, using the equipment purchased on this

subcontract, plus additional materials. This camera was delivered to the NAVY for underwater experiments.

We built a commercial camera of this general design on a commercial contract and demonstrated it at the annual

SMPTE conference in New York City. Because of the considerable interest generated by this demonstration, our
commercial sponsor licensed the commercial rights to the design.

We are currently completing an improved version of the camera on DARPA funds for delivery to the Navy. This
uses an improved CCD sensor by Eastman Kodak and has all digital processing of the signals. It also can be

recorded on a RAID recorder and has a standard SMPTE 292 digital serial output, so that the signal can be
transmitted over either coaxial cable or fiber.

Enclosed is the final close out documentation required by the subcontract. Thank you for your assistance in thesematters.

Sincerely,

William E. Glenn, Ph.D.
Director

W. E. Glenn, and J. W. Marcinka, "The Development of a 1920 x 1080 Pixel Color CCD Camera Progressively Scanned at 60
Frames Per Second," SMPTE Journal, October 1997.

An Affirmative Actlo:'u'Equal Opportunity Institution



DIVISION OF SPONSORED RESEARCH

($61) 297-23 i0
FAX ($61) 297-2319

FLORIDA ATLANTIC UNIVERSITY
777 GLADES ROAD

P.O. BOX 3091

BOCA RATON, FLORIDA 33431-0991

July 20, 1998

Ms. DanieUe J. Herrmann

Contracting Officer

Georgia Institute of Technology

Atlanta, Georgia 30332-0420

Re" Closeout of Subcontract No. E-21-H83-G4

Dear Ms. Herrmann,

We are submitting the following close out documents per our conversation.

Subcontractor's Release (State the cumulative amount invoiced)

Subcontract's Assignment of Refunds, Rebates, Credits, and Other Amounts

Final Property Report

Copy of Final Invoice

ffyou have any a_trative questions please contactme at 561-297-2366. Thank you for

your assistance in these matters.

ectfully, _._

Beth A. Swerdloff, Assistant Director

Division of Sponsored Research

C: J. Engelbrecht

E.Bemmel

Boca Raton • Fort Lauderdale • Danla • Davle • Palm Beach Gardens • Port St. Lucle
A Member of the State University System of Florida

An Equal Opportunity/Access�Affirmative Action Institution



GEORGIA INSTITUTE OF TECHNOLOGY
ATLANTA, GEORGIA 30332-0420

Subcontract No. E-21-H83-G4

(Check one)

Io

*

7/9/98

X

Date

Attached is a listing of property items acquired and/or

accountable under this subcontract. Requested disposition of
each item is also noted.

I certify that there we_f/r_ items of ,,,-,,,,-.,-,..

accountable _ontract. - r-..v..,,# acquired and/or

_istant Control ler
Title
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SUBCONTRACTOR'S ASSIGNMENT OF REFUNDS,

REBATES, CREDITS, AND OTI-IER AMOUNTS

SUBCONTRACT No. E-21-H83-G4

Pursuanttothetermsof subconmct No. E-21-H83-G_under PrimeContractNo. NAGW2753 and in

consideration of the compensation as provided in the said subconl_¢t and any assignment thereunder, the

Florida Atlantic University, 777 Glades Road, Boca Raton, FL 33431

(Subcoutractor's Name aud Address)

herein_er called the Subconu-actor) does h_eby:

!. Assign, transfer, set over and release to Geo_ia Institute of Technolot, v (hereinefter called the
Contractor), all rights, title and interest to all reftmds, relies, credits and other amounts, (including any
interest thereon) arising out of the performance of the said subcontract, together with all the rights of

action accrued or which may hereafter z_.crue theol.-under.
2. Agree to take whatever action may be necessary to effect prompt collection of all refunds, rebates,

credits, and other amounts (including any interest thereon) due or which may become due, and to

promptly forward any such proceeds to Georgia Institute of Technology, Office of Conu'act
Administration, Atlanta, Georgia 30332. The reasonable costs of any such action to effect collection
shall constitute allowable costs when approved by the Contracting Officer as stated in the said
subcontract and may be applied to reduce any amounts otherwise payable to the Contractor under the

terms hereof.
3. Agree to cooperate fully with the Contractor as to any claim or suit in connection with refunds, rebates,

credits, and other amounts due (including any interest thereon); to execute any protest, pleading,

application, power of •homey, or other papers in connection therewith; and to permit the Contractor to
represent it at any hearing, trial, or other proceeding arising out of such claim or suit.

IN WITNESS WHEREOF, this release has been executed this 9th day of__ 19 98

Florida At_nt_ic Uni versi tY

bcontractor)

WITNESSES Signature: '" 1 --

(Note: in the case of • corporation, witnessesare uot required, but tlbefollowing certificate must be

completed.) CERTrFICATE

it

of the

that

was then

, certify that 1 am (Officixl Title)

named as Subconu'actor in the foregoing release;

who signed said release on behalf of the Subcontractor,

(Official Tide) of said

that said release was duly signed for and on behalf of said

authorixy of its governing body and is within the scope of its corporate powers.

by

Date:

Signature:

Name:

Title:



_J'BCONTRACTOR'S RELEASE
SUBCONTRACT No. E-21-H83-G4

Pursuant to _e terms of Subcontract No. E-21-H8_-G4 umderPrimeC4mtractNo. NAGW2753

rodin considermionofthemum of EiQht Hundred & Seventy-nineThousand Three Hundred

& Sixty-five and 86 cent@

under the said subcontract to:_

F]orida Atlantic

dollars ($_ whichlure_ or_,tobe paid

F'-2]-H83-(_ 4

University

777 Glades Road, Boca Raton, Florida 33431-099_

_ubcont_or's Nameand Address)

• _ ox l ecnnoiogy (neremaner caheo the Contractor) does r_rmse, release, md discharge the Conmmor,
its officers,agents,and employees,of and from all liabilities, obligations,claimsanddemandswlmsoeva, underor
_,_isLug_o:n the "-aid subconu'_.

The Subcontractor agrees, in connection with patent matters th,,, it will comply with all of the provisions ofthe said

subcontract, including without limitation those provisions relating to notification to the Contracting Offkan"and
relating to the defense of prosecution of litigation.

IN WITNESS WHEREOF, this release has beenexecutedthis

WITNESSES

9th dayof_ 199._.._8.

Florida Atl_ntf/c University

ff';,_ntractor)

Signature:__,_ =

Typed Name'.//Edwln P. Bemmel

Title: A_inq Issistant Controller

CERTIF/CATE

It

of the

that

was then

that said release was duly mgned for md on behalf of mid

authority of its governing body md b within the scope of its coqxn'_ powm3.

, catif_ that I am (Official Tide)

named as Subconmctor in the foregoing release;

who signed said release on behalf of the Subcontngtor,

(Official T'_e) of mid

by

Date:
Signature:

Typ_ Name:

Title:
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I= LORIDA ATLANTIC UNIVERSITY

PO Box 3091

Boca Raton, Florida 33431-0991

(561) 297-2033

CONTRACTS & GRANTS INVOICE

INVOICE No. 00700

DATE: 04/20/

FGEORGIA INSTITUTE OF TECHNOLOGY
C/O DR WILLIAM HUNT
DEPARTMENT OF ELECTRICAL ENGINEERING
ATLANTA

IGEORGIA 3033.2-0250

"7

/

• MAIL TO THE CAmtlER_J OFRC[ AT THE AIOVE

• PLF.AI_ IINCLUOE THE INVOICE NUIMBI_ ON YOUR CI4EK;X

NAG 75a I GCOOOO,a2 I 02-,e20-O57EX-O0 I OO7OO,

PROJECT TITLE: DEVELOPMENT OF HIGH DERNITION SYSTEMS CAMERAS

PI: WILLIAM GLENN

FOR THE MONTH ENDING: DECEMBER, 1997

CURRENT CUMULATIVE

SALARY: $ 28,203.92 $ 363,737.04

OPS: 0. O0 25,341.60

FRINGE: 8,204.16 109, 52 7.64

TRAVEL: 0 •00 i0, 870.99

EXPENSE: -219.90 87,380 •01

OCO : 0.00 57,721.85

TUITION: 413.90 413.90

SUBCONTRACT ABOVE $25k 0. O0 0.00

TOTAL DIRECT COST $ 36,602.08 $

INDIRECT COST @ 45.00% 16,383.64

654,993.03

224,372.83

TOTAL COST $ 52,985.72 $ 879,365.86

TOTAL DUE THIS INVOICE $ 52,985.72

SINCERELY,

; _ _!:_:: : ::::::::::::::::::::::::::::::: :::::::::::::::::::::::::::::::::= , : :.: ... :,:..:,:,:.:.: . ......:.:,:.:.:.:.:.:.;.:.:,:._.:,:,:.:,:.:,.:

KETIE ST. LOUIS
ACCOUNTING COORDINATOR

PLEASEREMITPROMPTLY.PAYABLEWITHIN30 DAYS,
FORPAYMENTSBYJOURNALTRANSFER:
SAMAS ACCOUNTNUMBER:4920 2 655007 48900700 60
CATEGORYCODE:001500

C&GCopy/Pink


